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PREFACE

Dear Colleagues, Ladies and Gentlemen,

Welcome to the Sixth International Strategic Management Conference in St. Petersburg, Russia. On
behalf of the Organizing Committee, I would like to extend my heartfelt greetings to all of you and wish
you a successful conference that yields many productive academic collaborations and reinforces the
already established ties, as with previous meetings of our conference.

The Sixth International Strategic Management Conference is organized jointly by Beykent University,
Canakkale Onsekiz Mart University, and Gebze Institute of Technology, of Turkey. This year we have
also enjoyed the academic and financial support of Turkey’s State Planning Organization. As Conference
Chairman, I deem it a great pleasure to extend my deep appreciation to my colleagues, the presidents of
Canakkale Onsekiz Mart University and of Gebze Institute of Technology, and the distinguished
Undersecretary of the State Planning Organization, all of whom also act as the Honorary Presidents of

our conference.

This year’s conference has received a total of 262 papers from 33 different countries. Some of these
papers were submitted as full papers from the start. Unfortunately, some of the extended abstracts were
not received as full papers by the deadline given for submission of full papers. In the Proceedings Book

and CD that you have, 145 papers are included. These were selected after careful screening.

I am happy to announce that in this year’s conference a much wider geography is represented than in
previous years. The number of different countries is more than double that in past conferences, and this
indicates that we are reaching an ever wider audience of academicians. These 33 countries are: Albania,
Australia, Belgium, Bosnia and Herzegovina, Brazil, China, the Czech Republic, Finland, France,
Germany, Greece, Hungary, Indonesia, Iran, Israel, Italy, Malaysia, Mexico, New Zealand, Nigeria,
Pakistan, Poland, Portugal, Russia, Singapore, Slovenia, South Africa, Spain, Thailand, Tunisia, the UK,
the USA, and Turkey. Also, some academicians have been unable to attend the conference due to visa
problems, which have caused us all much concern. This year two keynote speakers will address you on

the strategies out of the global recession.

Ladies and Gentlemen, on behalf of the Organizing Committee, I would once again like to welcome you

to the Sixth International Management Conference.

Prof. Dr.Erol Eren

Conference Chair






PREFACE

We are pleased to welcome you to the 6th International Strategic Management Conference in St.

Petersburg. This year, the theme is “Searching for Strategies out of the Global Recession”.

Participants coming from different parts of the world aim to discuss and explore for strategic
management issues and approaches to managing global crises. We are going to debate on different topics
including industry analysis, innovation, entrepreneurship, marketing and financial aspects of strategies

addressing mainly problems and issues in turbulent environments.

Academicians from different countries submitted original papers for conference presentation and for
publication in this Proceedings Book. All competitive papers have been subject to a peer review. The
results of the evaluation efforts produced 145 empirical, conceptual and methodological papers submitted
from 26 different countries involving all functional areas of strategic management with a specific focus
on strategies for the global recession. I would like to express our appreciation to the reviewers for
reviewing the papers that were submitted to this conference. We also thank to all those who submitted

their work to be considered for presentation at the conference.

I would like to thank to the Rectors of Universities for their continuing cooperation. My special thanks go
to Alinur Biiyiikaksoy, Rector of Gebze Institute of Technology for his valuable support and

encouragement.

Many people worked very hard for the realization of this organization. The Conference could not have
been held without the diligent work of Professor Erol Eren, Faculty Dean and Chairman of the
Conference. He made great effort to organize and perfect all arrangements. Special thanks to him for his
leadership and execution of 2010 Conference. I want to extend special appreciation to Mehtap Ozsahin
for her hard work and commitment to the Conference development. She carefully worked in coordination

with us during the all phases of the organization.
We hope that you all will enjoy and benefit from the conference and enjoy your stay in this great and

historic city, St.Petersburg.

Oya Erdil, PhD
Co-Chair






PREFACE

Strategic management is a term that is acknowledged in areas of individualism to institutionalism, urban
government to regional planning and administration of nation to international relations and

organizations.

While it was first identified and regarded as a subject of multi-company corporations, today strategic
management has gained a strategic identity for every individual, every institution and every nation.
Indeed, strategic management that can be defined as decision of long term behavior pattern has become a

reality that is required in every field.

Design of strategy in every phase also mediates in planned development. Indeed, definition of vision and
mission is a requirement where strategies of objectives and goals are put forward. This requirement
cause individuals work for long years and as a result resources are used rationally and performance

levels of managers increase.

Six years ago we have decided to organize international strategic management conference at an
institutional level and led by Prof. Erol EREN in order to expand the concept of strategic management
perception in this way and context in Turkey. First conference was organized in Canakkale by Canakkale
Onsekiz Mart University, Gebze Institute Technology and Istanbul Ticaret University.Conference has

developed its international feature and gained an internationally institutionalized identity.

The theme of the conference which will be held for the sixth time this year also has significance.
“Searching For Strategies Out Of The Global Recession” is quite a significant theme in today’s
conjuncture since the crisis itself is a natural possible result and expectation of the globalization.

Therefore it is not a conjectural happening but a structural phenomenon.

Yet, a strategic approach to global crisis and crisis in general is a requirement as a structural
phenomenon. Design of strategies in getting over from crisis and reaction to crisis both in macro level
and institutional level is another requirement. In this regard we will have the opportunity to see

significant crisis strategies proposals in the 6th International Strategic Management Conference.

I wish a successful organization of 6th International Strategic Management Conference and thank

everyone for their efforts in the event.

Prof. Ali AKDEMIR
Co-Chairman of the Conference
Rector

Canakkale Onsekiz Mart University






FOREWARD

Dear Colleagues,

On behalf of Beykent University, I would like to express my pleasure at holding the Sixth International
Strategic Management Conference at the historic city of St. Petersburg. Ever since its establishment our
conference has enjoyed the generous support of two important institutions: Gebze Institute of Technology
and Canakkale Onsekiz Mart University. Both institutions have displayed an extraordinary effort in
collaborating with Beykent University in the preparation of this conference over the years. I would like to
express my deep gratitude to my colleagues, Professor Alinur Biiyiikaksoy, the President of Gebze
Institute of Technology, and Professor Ali Akdemir, the President of Canakkale Onsekiz Mart University.

In addition, this year the Conference has benefited from the academic and financial support of the State
Planning Organization, an institution that plays a critical role in the long-term economic planning for
Turkey. I would like to extend my sincere appreciation to the State Planning Organization in the person
of the Undersecretary, Mr. Kemal Madenoglu. I would also like to thank all of the institutions and the

individuals who have contributed to the organization of this conference.

The Sixth International Strategic Management Conference enjoys the participation of academicians from
33 different countries. Represented are nearly all of the countries of Europe, and also countries from the
continents of Asia, Oceania, Africa, and America. The number of countries has more than doubled
compared to previous years. 1 would like to express my appreciation and respect to all of the

distinguished academicians who have contributed their academic endeavors from all around the world.

Putting together a truly international conference requires a lot of organizing and the synergy of a
harmonious team. In the person of the Conference Chair, Professor Erol Eren, I congratulate all of the

members of the Organizing Committee and the Advisory Board and Peer Review Committee.

1t is my sincere wish that the Conference is productive and successful for all of the participants.

Professor Ahmet Yiiksel

President

Beykent University






FOREWORD

Dear Colleagues,

On behalf of my university and staff members I would like to welcome the delegates of the 6th
International Strategic Management Conference with the theme “Searching for strategies out of the
global recession” organized jointly by Beykent University of Istanbul, Turkey, the Gebze Institute of
Technology of Kocaeli, Turkey, and the Canakkale Onsekiz Mart University of Canakkale, Turkey.

As Gebze Institute of Technology, we are extremely pleased to have participated in the organization and
realization of this series of conference and many of others which contributes our aim of concentrating on
scientific events. This year, we provide our support for the success of the 6th International Strategic

Management Conference which will be held in historic city of Saint Petersburg, Russia.

My special thanks go to Professor Ahmet Yiiksel, Rector of Beykent University, and Professor Ali
Akdemir, Rector of Canakkale Onsekiz Mart University who give the excellent example of cooperation to
realize this successful event. I would like to express my sincere hope that this cooperation will continue

in the coming years.

Professor Dr. Erol Eren, Dean, and the President of the Organizing Committee, successfully lead the
organization the last five years. I would like to thank to Dr. Eren for his valuable efforts. I also would like

to thank to colleagues and staff of our Faculty of Business Administration for their hard work.

1t is our sincere hope that you will enjoy both the academic discussions and social events of the Congress

and your stay in St. Petersburg.

Alinur Biiyiikaksoy (Ph.D.)
Rector

Gebze Institute of Technology
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MANAGING LARGE CORPORATE CRISIS IN ITALY.
AN EMPIRICAL SURVEY ON EXTRAORDINARY
ADMINISTRATION

Alessandro Danovi
Bergamo University, Italy

ABSTRACT

This paper aims at presenting some initial empirical evidence regarding Extraordinary Administration
(amministrazione straordinaria), a sort of Italian Chapter 11. This procedure was introduced into Italian
bankruptcy legislation in 1979, in order to manage large corporate crises. It was reformed afterwards in
1999 and amended in 2003 and 2008 to deal with two of the biggest Italian crises, the Parmalat and Alitalia
cases.

While there is an ample theoretical framework on the legal aspects (for a general overview in English see
Panzani, 2009), economic issues have not been thoroughly addressed. Among the few we refer to
Floreani, 1997, Leogrande, 2003; Danovi, 2003, Falini 2008.

The paper investigates, how the procedure was put into effect between 1999 and 2008. Sources of
information are documents available from the Ministry of Industry, which sets out the procedure and has to
approve the restructuring plan and the Court Houses that are empowered to accept filing for EA, in cases of
insolvency. The data collected, regarding almost all cases ruled by Act 270/1999 refer to 57 groups
composed by 183 companies.

Specifically the empirical survey discusses: i) the economic relevance and size of the phenomenon;, ii) the
characteristics and assets of the companies involved; iii) timeframes and management aspects; iv)
safeguarding of the work force.

The main conclusion is that the new law is more concentrated on recovering entrepreneurial activities
through the sale of companies and not on true restructuring. This seems correlated to the short timespan for
carrying out the process, as well as the excessive indebtedness of companies which file for EA.

Under a strictly economic profile, the results of administrator management show operative inefficiency which
is difficult to overcome in the time period available for the process.

The author is aware that because of the statistical limits the analysis can be considered an initial survey, but
it is worth presenting as the basis for future studies and to create the conditions for proper discussion for a
procedure whose real effect is often merely imagined, rather than known.

Key words: Corporate restructuring; bankruptcy procedures in Italy; Extraordinary Administration
Jel classification: G33 - Bankruptcy; Liquidation; K35 - Personal Bankruptcy Law

INTRODUCTION

Extraordinary Administration (amministrazione straordinaria), a sort of Italian Chapter 11, was introduced in
Italian bankruptcy legislation in 1979, by Act 270/1999, in order to manage large corporate crises. It was
reformed afterwards in 1999 according to EU recommendations and amended in 2003 and 2008 to deal with
two of the biggest Italian crises, the Parmalat and Alitalia cases.

Differently from other Italian bankruptcy procedures, Extraordinary Administration is a sort of hybrid since it
is under the jurisdiction of both the administrative authority (Ministry of Industry) as well as the Court.
Currently there are two distinct phases. During the initial “observation” phase, an extraordinary administrator
manages the company and also has to verify whether there is a real possibility for recovery. During the
second phase (“recovery phase”), the restructuring program prepared by the administrator follows a going
concern logic, and the company can either be sold to other investors or guided towards a stand alone
recovery. If according to the program only some divisions of the company are sold, after the sale, the rest has
to be liquidated (“liquidation phase™).

As often happens with bankruptcy laws, there is ample theoretical framework and many studies have been
carried out, focused on the legal aspects (Alessi, 2000; Costa, 2008; Ponti & Spadetto, 2006, Stanghellini,
2007 for a general overview in English see Panzani, 2009), while economic issues have not been thoroughly



investigated. Among the few we refer to Floreani,1997; Bertoli, 2000; Leogrande, 2003; Danovi, 2003,
Lacchini et Al. 2005; Falini, 2008a and b.

In such a context, this paper aims at presenting some initial empirical evidence regarding how the procedure
was put into effect between 1999 (the year of the reform) and 2008. The research follows the ideal
framework of the most complete empirical study in Italian literature (Floreani, 1997) which studied the
phenomenon before the reform, analysing almost all cases up to 1996. It is a useful tool for comparing the
effect of the new law on corporate reorganization in Italy.

Information sources utilized to carry out the study were documents available from the Ministry of Industry,
which sets out the procedure and has to approve the restructuring plan, and the Courts, that are empowered to
accept filing for EA, in case of insolvency. The data collected, regarding all cases filed under Act 270/1999
(“Legge Prodi bis”), refer to 57 groups composed of 183 companies. The analysis was carried out on the EA
cases under Act 270/1999 as it was more widely used than the revised version ruled by Act 39/2004.

The paper is divided into the following sections: §2. Characteristics of group involved. - § 3. Causes of the
Crisis and the situation at filing. -§ 4. Management and Liquidation Phase. — § 5. Conclusions.

The main conclusions are as follows:

- The new legislation widened the sphere of application: the regulations introduced by the Act of 1999
notably increased the area of application, extending the intervention of the administrative authority to
protect industry and national employment levels;

- The analysis of sectorial distribution illustrates how the phenomenon especially effects industrial sectors,
like engineering and textiles, as well as commerce and wholesale, the same sectors especially hit by the
crisis in Italy;

- Filing for EA often happens too late and this delay has negative effects on the possibility for recovery.
The principle of “merit” introduced by the new legislation, based on the observation phase, is an
important filter for singling out companies which are effectively salvageable;

- The economic rebalancing of the companies seems to have been pursued almost exclusively through the
sale of the whole company or at least some divisions to other competitors. There are only three cases of
stand-alone restructuring. This suggests that the new legal tools serve to foster sales rather than carry out
real internal recovery.

- The aim to protect the workers seems to be reached in the majority of cases through the transfer of a
significant number of employees (about 51%) with the company still functioning. EA seems to be useful
in safeguarding the work force in most cases.

- The deadlines fixed for the execution of the program have produced tangible benefits on the duration of
the procedure, at least as far as regards the recovery phase.

- The liquidation phase is the most complex of the entire procedure. In fact, for those still in progress
(87%), the total timeframe is more than 6 years, similar to Italian bankruptcy procedures.

- In conclusion, while EA has proven to be generally efficient, effects on creditor’s rights are variable: in
some cases there are significant recovery ratios, in others the percentages are not far from the ones
creditors could have had if the company had gone bankrupt.

The author is aware that because of the statistical limits, this analysis can be considered as an initial survey.
From a methodological point of view, it is necessarily more descriptive than analytical. The size of the
sample, in fact, while often representing the whole population, is too small to find statistically significant
correlations. It is meant as the basis for future studies, to create the conditions for proper discussion for a
procedure whose real weight is often merely imagined, rather than known.

CHARACTERISCS OF GROUPS INVOLVED

After Act 270/1999 was approved and up to November 2008, 57 groups for a total of 183 companies filed for
EA.

Table 1- EA Admission Over Time

A- Year by year

Year Groups Companies Groups Companies
1999 0 0 2004 9 29
2000 4 20 2005 6 11



2001 5 18 2006 2 13

2002 8 13 2007 6 17
2003 9 40 2008 ( up to Novembre) 8 22
Total 57 183

Source: Ministry of Industry data

Most admissions took place between 2003-2005 (42% for groups and 44% for single companies).. The
frequency appears linked to the general economic trend: the increase in the number of cases filed followed
the downturn of the economy, with the usual delay as illustrated below. Vice versa, there were just a few
cases during the expansive phase of the cycle. Figure 1 illustrates the existing relationship between the
dynamic of the real GNP and the number of cases filed. In light of the present significant crisis, a great
increase in the phenomenon in the near future is expected.

Figure 1: The economic trend and EA cases
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Source: Ministry of Finance and Ministry of Industry data

Following the national economic trends, a larger number of groups filed for EA during the last decade. Fewer
companies filed between 1999-2008 (183 against 229), but more groups were involved (57 against 25). This
can be explained in light of the following elements introduced by the new law (Danovi, 2003, 71):
a) lowering the dimension required to file for EA led to filing by smaller groups;
b) greater access selectivity, i.e. only for recoverable companies as well as the removal of automatic
extension to all other distressed companies within the group .

Analysis of the sectorial distribution shows how the phenomenon effects the engineering, textile, commercial
and distribution sectors. The high incidence of significant difficulties in the engineering field is due to the
stagnation of 2007-2008. The textile sector also made widespread use of EA, particularly in 2006-2008.
There is a correlation between the incidence and the economic sector trends, which experienced severe
structural crises in the last years.

The entity of the crisis that has hit the industrial sector and the importance of EA is also illustrated in the
Report on the State of Industry (Ministry of Industry & IPI 2003), which discusses crisis situations between
2002 and 2003.EA seems to be a solution to company crises, especially in industrial sectors.

Table 2 - Sectorial subdivision of the groups in EA

Total 2000-2008 2000-2002 2003-2005 2006-2008
Sector Count % Count % Count % Count %
Food 2 3.51% 1 5.88% 1 4.17% 0 0.00%
Textiles and clothing 9 15.79% 2 11.76% 3 12.50% 4 25.00%
Paper and Publishing 3 5.26% 2 11.76% 1 4.17% 0 0.00%
Chemical 1 1.75% 1 5.88% 0 0.00% 0 0.00%
Commerce and distribution 6 10.53% 1 5.88% 4 16.67% 1 6.25%
Construction 4 7.02% 2 11.76% 1 4.17% 1 6.25%
Engineering 15 26.32% 4 23.53% 5 20.83% 6 37.50%



Electronics 3 5.26% 0 0.00% 3 12.50% 0 0.00%
Steel and Metallurgy 4 7.02% 3 17.65% 0 0.00% 1 6.25%
Plant Design 1 1.75% 1 5.88% 0 0.00% 0 0.00%
Transport 2 3.51% 0 0.00% 1 4.17% 1 6.25%
Telecommunications 4 7.02% 0 0.00% 4 16.67% 0 0.00%
Services 3 5.26% 0 0.00% 1 4.17% 2 12.50%
Total 57 100.00% 17 100.00% 24 100.00% 16 100.00%

Source: data from various files and from Mediobanca, 2000-2008

The size of groups involved can be evaluated from the number of employees (Table 4), the first requirement
for access to the procedure or, for a smaller sample, from the company turnover (Table 3).

Table 3 - The turnover of companies which accessed EA

Turnover (millions of Euro) Count %
more than 200 4 26.67%
from100 to 200 5 33.33%
from 50 to 100 4 26.67%
less than 50 2 13.33%
Total 15 100.00%

Source: Mediobanca, 2000-2008

About a third (33%) of the companies included in the sample had a turnover between 100 and 200 million
Euro. A significant percentage (more than 26%) had a turnover between 50 and 100 million Euro or over 200
million Euro. The other companies do not exceed 50 million. Within four listed companies that filed for EA
only one had a turnover of over 200 million Euro and this can be interpreted under a double profile: on the
one hand, it is possible that the listed companies, since they are subject to greater controls, file more rarely;
on the other hand, there is a sort of self-exclusion from the sample. Since 2003 the largest listed companies
can file more easily for the new version of the law (under Act 39/2004), not included in our sample.

Table 4- The size of groups based on the number of employees

Entire period 2000-2008 2000-2002 2003-2005 2006-2008
Employees Count % Count. % Count. % Count. %
between 1000 and
2000 5 8.77% 1 5.88% 1 4.17% 3 17.65%
between 500 and
1000 11 19.30% 2 11.76% 7 29.17% 2 11.76%
less than 500 41 71.93% 14 82.35% 16 66.67% 11 64.71%
Total 57 100.00% 17 100.00% 24 100.00% 16 94.12%
Average and median employees per
group
Average 444 358 469 499
Median 324 265 352 365

Source: Ministry of Industry data

In all, 25,308 workers were employed by companies that filed for EA between 2000 and 2008. More than
half of the groups had fewer than 500 employees and during the first three years (2000-2002), almost all had
fewer than 1000 employees. From 2003-2005, even though the majority of cases regarded companies with
fewer than 500 employees, there was an increase in cases which involved groups between 1000 and 2000
employees. This is linked to the general crisis in labour intensive sectors (see Table 2). The smaller number
of large groups is due to the fact that since 2003 these crises have been dealt with using EA in accordance
with Law 39/2004, not included in our sample.

As the median data in 2000-2002 is under 300 employees, many groups would not have been able to access
EA because of the size limit under the previous Law 95/1979 that required more than 300 workers.
Compared with previous data (Floreani,1997), the dimension of the groups involved under the new
regulations is much smaller, suggesting that the renewed procedure involved medium-large sized companies.



CAUSES OF CRISIS AND THE SITUATION AT FILING

Once the state of insolvency has been declared by the Court, the observation phase of the procedure begins,
aimed at verifying whether there are the conditions for restructuring.

Table 5 illustrates the main causes of the crises as singled out in administrator reports regarding a sample of
22 companies, the largest industrial holdings (subsidiaries are not considered).

Table 5 - The main cause of the crisis.

Factors of the crisis Count %
Strategic errors 6 27.27%
Overcapacity/rigidity 5 22.73%
Decline of product/market/technology combination 4 18.18%
Financial and asset imbalance 7 31.82%
Total 22 100.00%

Source: Administrator reports

According to the administrator reports, the reasons for the crisis are as follows:

* strategic errors, due to acquisition or investment operations without appropriate financial planning;

* rigid conditions in the production structure, due to prediction errors which have led to an excessive
production capacity. This condition generates fixed costs that are not in proportion to the turnover, with
the consequent lowering of operational margins and cash flows;

* decline of the product-market-technology: errors in the market choice, loss of brand image, bad product
mix, lack of distribution channels. These errors result in lower competitivity and consequently in the loss
of company market quotas;

* financial imbalances, due to excessive leverage, lack of correlation between sources and uses of founds
and insufficient liquidity.

The causes listed above refer to internal company factors, as stated in Italian economic literature (Brugger,
1984; Guatri, 1995). Sometimes the crisis originates from external factors, which management wasn’t able to
or didn’t wish to face, like market globalization, economic cycle trends and changes in consumer behaviour.
In many cases, before filing, companies unsuccessfully tried to negotiate a financial settlement through a
workout or a preventive creditors’ settlement.

Data show a generalized delay in filing. This happens especially when entrepreneurs are unwilling to give up
management and leads to a higher percentage of debts on the total assets of the company.

The lateness of many insolvency claims is shown by the balance figures for a sample of 54 companies, for
which financial statements at the date of filing were available.

Table 6 — Percentage of assets vs. debts when EA is filed

Sample 2000-
2008 Sub-sample
Companies’ balance sheet Administrators’ data
data
Average 55.43% 66.62% 36.46%
Median 50.65% 75.55% 40.09%
Count 54 16 16

Source: Company financial statements and administrator reports

Net assets vs. the total debt ratio, which approximates the likelihood of satisfying creditors, seems to be
almost half but, for a smaller sample of 16 companies in which comparison is possible, administrator-
reviewed data show completely different figures from the company balance sheets (Table 6).

Company financial statements overestimate the asset value by about 30%. This is due to the habit of window
dressing (when not falsifying) figures during the period of decline.

MANAGEMENT AND LIQUIDATION PHASE

If the administrator report states that there is a real possibility for recovery, the second phase of the procedure
starts with a Court Order. During this phase, EA can be extended to other insolvent companies within the
group. In our sample this happened 33 times, involving 126 companies.



About 23% of the group companies in EA were considered recoverable, while the other 77% was attracted by
virtue of the opportunity for unified management of insolvency. The significant number of companies
admitted due to unified insolvency management is a result of the articulation of industrial groups which
include various financial companies without productive activities, for which there is no foreseeable
reallocation in the market. Considering the total number of companies (183 units), 47% of them presented the
conditions for economic recovery. 53% of the companies in the group do not appear to be recoverable, and
are thus destined to be liquidated. For companies with the possibility for recovery (86 as shown above), the
appropriate program was adopted.

Table 7 - Types of authorized programs

Sample 2000-
Types of programs 2008 Sub-samples
2000-2002 2003-2005 2006-2008
Sale programs 76 27 31 18
Restructuring programs 3 0 3 0
Unavailable data 7 0 0 7
Count 86 27 34 25

Source: Ministry of Industry data

The recovery was carried out almost exclusively through sale programs. Only one group (Arquati) really
turned around in 2005, through an agreement with creditors. This evidence is due to the fact that the choice to
recover is obviously more complex than simply a sale of the factories. In fact, a stand-alone recovery process
necessitates the continuation of the activities while a buyer is sought for the company facilities. Perhaps the
EA procedure lacks appropriate tools to implement economic and financial restructuring, while the new
version under Law 39/2004 seems to be better equipped to reach this goal.

The Judiciary Authority is granted the power to convert the procedure into bankruptcy when it cannot be
successfully followed through or when the program has not been carried out according to the terms set out.
This provides greater protection for creditors. This aspect has been evaluated for a sample of companies (see
Table 8) and either leads to: a) a physiological result: the sale of the company or the turnaround; b) a
pathological result: the declaration of bankruptcy.

Table 8 -Result of the execution of the program

Sample Subsample
Result 2000/2002 2003/2005 2006/2008
Sale of the company 53 61.63% 23 85.19% 27 79.41% 3 12.00%
Restructuring 6 6.98% 2 7.41% 4 11.76% 0 0.00%
Bankruptcy 4 4.65% 2 741% 2 5.88% 0  0.00%
in progress up to Nov. 2008 23 26.74% 0 0.00% 1 2.94% 22 88.00%
Count 86 100.00% 27 100.00% 34 100.00% 25 100.00%

Source: Ministry of Industry data

In the majority of cases the execution of the program led to the sale with the total liquidation of the company.
The only recovery from 2003-2005 was for the already mentioned companies in the Arquati group, which
underwent economic and financial restructuring.

Bankruptcy was declared in 4 cases: in one case for one of two branches of a company, in another for the
only company it was not possible to sell, despite the sale of the group The other bankrupt companies
belonged to two groups which, during the recovery phase, were evaluated to not have concrete perspectives
for restructuring.

The objective to safeguard employment has generally been achieved in cases where the greatest number of
employees were transferred with the company to other entrepreneurs. Out of 55 recoverable companies

which completed the program, 49 companies transferred the employees according to the table below:

Table 9 -Employees transferred with their companies

Transferred
Period Companies Employees employees %
2000-2002 24 6575 3875 58.94%
2003-2005 23 10352 4713 45.53%



Subtotal 47 16927 8588 50.74%

2006-2008 2 865 666 n.s.
Total (surveyed) 49 17792 9254 52.01%
Not surveyed 6
Total programs concluded 55

Source: Ministry of Industry data

The total number of employees at filing in the groups examined was 17,192, of which 9,254 were transferred
with the sale of the companies while 4,359 remained in charge of the procedure. The other employees found
a different collocation during the initial phase of EA.

The liquidation phase characterizes only those EA procedures involved in a sale program. During this phase,
besides following up the sale of the company, cash is returned to creditors.

Table 10 illustrates closed procedures and their duration (not including companies that went bankrupt).

Table 10 - Closed procedures and their duration

Duration (in years)

Closed Open % Closed  Average Median
2000-2002 6 43 12.24% 4.52 4.67
2003-2005 5 67 6.94% 1.98 1.98
2006-2008 0 52 0.00%
Count 11 162 6.36% 3.36 1.98

Source: Ministry of Industry data

Of all the cases filed between 2000 and 2008, only 11 completed the liquidation phase with an average
duration of 3.36 years. During both the first and second periods there were cases which ended with creditors’
settlements (see Table 11), so the average duration was lower.

In fact, considering that less than 13% of the procedures initiated in 2000-2002 were completed by 2008, the
other 87% will last more than 6 years. The liquidation phase lengthens the total duration, bringing it close to
the 9-year period seen for bankruptcy procedures in recent times.

Such a time frame, if it should continue over the next years, would constitute a serious disadvantage for
creditors, who have already been relegated a marginal role in EA, besides making the procedure more
onerous but the average timespan is shorter than the one for procedures under Act 95/1979 (Floreani, 1997).

There are 4 ways EA can end: the lack of passivity (that never occurs), recovery, settlement with creditors,
debt payment (even in percentage). Table 11 shows the closures for each of the 11 completed procedures.

Table 11 - Closures for the procedure

Closures for the procedure Count Y%
Creditors settlement 8 72.73%
Partial debt payment 3 27.27%
Total completed procedures 11 100.00%

Source: Ministry of Industry Data

About 73% of the procedures ended with a creditors’ settlement, while the remaining 27% paid a percentage
of the debts. In the cases considered, the creditors’ settlement was chosen by large companies with the
chance to restructure, while ending the procedure due to percentage debt payment regarded smaller
companies under EA for group reasons.

CONCLUSIONS

During the period 1999-2008, a total of 57 groups (186 companies) filed for EA. If this data is compared to
cases filed under the previous Law between 1989 and 1998 (25 groups with 225 companies), access to EA is
more than double. This can only be partially blamed on the diverse economic trends during the two time
periods studied.

The dimension of the phenomenon is even larger considering that 8 other large groups made up of 130
companies filed for EA under the Act 39/2004 version. The average dimension of the groups is far lower



with respect to those filed under the previous regulations. Roughly 72% of the companies have fewer than
500 employees and the average number of employees per group is 444.

If we consider that 26 of the 57 cases filed involve companies with fewer than 300 employees (the minimum
required by Act 95/1979), the increase of eligible companies, thanks to the new law, is evident.

The distribution analysis of EA cases over time confirms the close link between this management tool and
insolvency situations together with the trend of the economy. 42% of the cases, in fact, were filed between
2003-2005, and 15% in 2008, periods characterized by the worst variations of the real GDP in the decade.
The spreading of the phenomenon seems to be linked to trends in specific economic sectors (engineering,
textile, distribution) which showed signs of weakness throughout the period, and resorting to EA was a last
attempt in order to preserve existing production capacities and protect employment levels.

These two aspects seem to confirm the growing importance that EA has taken on as a tool of political
economy.

The causes of bankruptcy were investigated for a few companies. Court documents show that the main
causes of bankruptcy were strategic management errors (mistaken acquisitions, activation of new markets
without adequate production and financial planning), decline in the market-technology combination due to a
delay in the perception of the market and the sector, greater production supply with respect to the demand
because of not reaching the required targets. These factors, if not dealt with in a timely manner, seriously
altered the income capacity of the company, feeding into a progressive financial imbalance. The causes for
the crisis were not sudden, as can be seen in the financial statements of these companies in the years
preceding filing. The situation of the companies when EA was put into effect is the result of a progressive
degeneration of the economic-financial structure of the company.

This situation was examined in light of the total profit/debt proportion (which approximates the capacity to
satisfy company creditors) in a sample of 54 companies from 18 groups. The result shows high indebtedness
(the proportion is about 55%), close to figures for companies which filed for EA before the new Law (about
58%; see Floreani, 1997 ).

If we consider the filing costs and the fact that among creditors 31% were secured creditors (often
mortgages), the possibility to satisfy the unsecured creditors decreases significantly.

The delay with which the state of insolvency is declared will last as long as this serious problem is not
recognized in time, both by the entrepreneur and the creditors.

Regarding the recovery phase, only 86 of the 183 companies involved were deemed to be recoverable and
placed in a sale and/or a restructuring program, while the others were simply destined to be liquidated. This
is a positive result, which means greater rapidity and facilitates the process, resulting in lower direct costs.
The analysis of administrator programs shows the generalized tendency towards sale for companies (in the
sample studied, there were only 3 restructuring programs, all for companies belonging to the same group).
Thus it seems that the new law is more concentrated on recovering entrepreneurial activities through the sale
of companies and not on true restructuring. This seems correlated to the short timespan for carrying out the
process, as well as the excessive indebtedness of companies which file for EA.

Continuation of company activities and the consequent sale of the company is aimed at safeguarding
employment levels. In a sample of 49 companies which completed the program, at the beginning there were
17,792 employees. Following the sale of the company, the transferred employees were 52.01% of the total,
and 24.50% of them were still employed by the company until liquidation. The remaining 23.49% were no
longer employed, having found other alternatives. These results are better than those for the period 1989-
1998 under the previous legislation.

As far as regards the liquidation phase, the analysis was carried out for only 11 companies, the only ones
which had completed this phase (8 cases of creditors’ settlements and 3 for final partial debt payment). The
average duration for the liquidation phase in these cases was 3.36 years, an encouraging result, influenced by
8 cases which ended with creditors’ settlements. If we consider that 87% of the cases filed in 2000-2003 are
still in progress, we can say that the liquidation phase lasts longer than 6 years. This is close to the time
period ascertained for bankruptcy procedures in Italy.

Because of the statistical limits, this analysis must be considered as an initial survey and the basis for future

studies, but we hope it sheds light on a procedure whose real economic weight is often merely imagined,
rather than known.
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METHODOLOGICAL APPENDIX

The aim of the present study was to supply initial empirical evidence regarding how EA was carried out since

its introduction in November 2008 by Act 270/1999. We decided to limit the field of survey to the EA

procedures filed under the “Prodi bis” Law, including all the cases filed between 1999-2008. Cases filed

under Law 39/2004 (“Marzano Law”) were left out. Our sample is composed of 57 groups and 183

companies. The phenomenon has been analyzed in its globality in order to emphasize the following aspects:

- the number of cases filed (Table 1) and the relation to the economic trend (Figure 1) and sectors (Table
2).;

- the relevance of groups which filed for EA, based on the dimension of their economic activity (Table. 3)
and the number of employees involved (Table 4);

As far as regards how the cases were handled, we examined representative samples of the phenomenon,

based on the possibility to gather informations.. Regarding the diagnostic phase, empirical research was

carried out on:

- the causes of the crisis (Table. 5): for 22 groups;

- the asset of the companies when they filed (Table 6): for 54 companies and the comparison between the
figures provided by the company and those provided by the administrator (Table 6): for 16 companies

Regarding the management phase, the study focused only on companies “with real possibilities for economic

recovery”, since for these companies there is a specific, alternative program designed according to Art. 27,

while other companies involved underwent liquidation. The study showed that 86 of the 183 companies

which filed for EA met the requirements for recovery, and within this sample the types of programs adopted

was examined (Table 7) and the result (Table 8).

companies from 36 groups which completed the sales program offered information on the number of

employees transferred (Table 9) for a sample of 49 companies. To homogenize the sample, we decided not to

include companies belonging to the Arquati group, under economic and financial restructuring, as well as EA

cases which led to bankruptcy.

The results of the data gathered is summarized in the following prospectus.

Prospectus 1 — Sample Composition

GROUPS

Date of the
main
procedure

Count of
companies in
EA

Companies which
meet ex art.27
requirements

Inclusion in
the
Mediobanca
sample

Causes
of the
crisis

Situation at
the time of
filing for EA

Result of
commissariale
management

. GRUPPO BONGIOANNI

27/03/2000

21

X

X

X

GRUPPO FIORONI

07/04/2000

8

X

X

CALZIFICIO CARABELLI S.p.A

19/06/2000

1

TIBERGHIEN MANIFATTURA TESSILE S.p.A.

18/08/2000

1

— = o [«

GRUPPO CONFALONIERI

05/04/2001

SCALA Sp.A

22/06/2001

K&M INDUSTRIE METALMECCANICHE S.p.A.

06/07/2001

— = e

o

FLEXIDER S.p.A.

14/09/2001

Rl i e N RO R R

GRUPPO ILVA PALI DALMINE

14/11/2001

s

. GRANDE DISTRIBUZIONE AVANZATA S.p.A.

08/02/2002

bl Ea El Ea e

11. SOCIETA'ITTICA EUROPEA S.p.A.

21/05/2002

12. OCEAN S.p.A

03/06/2002

13. GRUPPO ITEA

19/06/2002

14. GRUPPO COSTAFERROVIARIA

13/08/2002

15. MILANOSTAMPA S.p.A.

10/08/2002

16.ATB S.p.A.

02/09/2002

e L [ [T B

17. GRUPPO FEDERICI STIRLING

20/09/2002

18. G.E. Gruppo ELDO S.p.A

29/01/2003

19. MANZONI Group

12/02/2003

SR BN FN

20. S.r.l. - ISTITUTO DI VIGILANZA PARTENOPEA

03/04/2003

21. GRUPPO CE.DIS.

03/07/2003

22. GRUPPO MERKER

04/07/2003

23. GRUPPO COOPCOSTRUTTORI

13/08/2003

v [on v |—

24. GRUPPO CIRIO

10/10/2003

25. GRUPPO TECNOSISTEMI

22/12/2003

26. GRUPPO GIACOMELLI

28/11/2003

27. CE.SA.ME. Ceramica Sanitaria del Mediterraneo S.p.A.

19/01/2004

28. MINERVA AIRLINES S.p.A.

25/02/2004

— = Joo [0

29. ALGAT Sp.A.

10/03/2004

30. FERRANIA S.p.A.

14/04/2004

31. GRUPPO ARQUATI

01/04/2004
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32. GRUPPO COMPUTER MANUFACTORING SERVICE 05/07/2004 6 6

33. GRUPPO CARTIFICIO ERMOLLI 22/11/2004 3 1 X X X

34. OLCESE S.p.A 14/12/2004 1 1 X X X X
35. GRUPPO LARES COZZI 22/12/2004 2 1 X X X
36. GRUPPO FORMENTI SELECO 02/02/2005 2 1 X X X
37. TREND S.p.A. 08/03/2005 1 1

38. GRUPPO TECDIS 20/07/2005 2 1

39. GRUPPO F.D.G. 07/07/2005 2 1

40. GRUPPO SELFIN 20/09/2005 9 4 X X

41. GRUPPO LAMIER 09/11/2005 3 3 X X

42. GRUPPO IAR SILTAL 06/04/2006 2 2 X X

43. SANDRETTO INDUSTRIE S.r.l. 05/05/2006 1 1

44. GRUPPO LANIFICIO LUIGI BOTTO 31/01/2007 3 3 X

45. GRUPPO TECNO A. 30/01/2007 4 2

46. BBS RIVA S.r.l. 18/07/2007 1 1

47. GRUPPO RAUMER 25/09/2007 6 1 X

48. ISTITUTO VIGILANZA DELL'URBE 08/11/2007 1 1

49. SOCIETA' EUROPOL GUARDIE 31/10/2007 1 1

50. GRUPPO FILATURA GRIGNASCO 11/02/2008 3 1 X

51. SOCIETA' ROMAGNA RUOTE S.r.l. 27/02/2008 1 1

52. SOCIETA' CARROZZERIA BERTONE 08/04/2008 1 1 X

53. GRUPPO TOORA 17/04/2008 2 1 X X

54. GBS GROUP 06/05/2008 4 1 X X

55. ALPI EAGLES 29/05/2008 1 1

56. GRUPPO MAHA S.p.A 26/06/2008 1 1

57. GRUPPO LEGLER 25/11/2008 4 1 X

TOTAL 183 86 15 22 18 5
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ABSTRACT

The global financial crisis dragged many countries into recession, demonstrated that the international
financial system has structural problems and started discussions about restructuring of the international
financial institutions. The main objective of this paper is to investigate the impact of the global financial
crisis on the governance structures of the international financial institutions. To this end, studies made at
different international platforms were evaluated. The debates and negotiations among the developed and
developing countries about governance structures of the international financial institutions were analyzed.
Developing countries’ demand to reform the decision-making mechanisms of the Bretton Woods institutions,
the IMF and the World Bank and developed countries’ reservations were investigated. It was concluded that
the new shape of the international financial architecture and governance structures of international financial
institutions will depend on international politics as well as the evolution of the global crisis and the economic
dynamics. It is anticipated that the restructuring process will proceed slowly because of the complex
relations between the international financial system and the international politics.

Keywords: Governance structures, international financial institutions, global crisis, international politics

INTRODUCTION

At the Bretton Woods Conferences in 1944, international monetary system was determined as adjustable peg
system tied to the U.S. dollar and gold, the IMF and the World Bank were established, and the Bretton
Woods System was constituted. After the collapse of the Bretton Woods System in 1971; volatility in
exchange rates, technological innovation, which has accelerated economic integration through virtual and
physical time-space compression (Harvey, 1989), and financial liberalization reforms, which led to an
increase in levels of capital account openness and financial openness, (Walter and Sen, 2008: 122) increased
and accelerated international capital movements and many developed and developing countries entered into
financial crises.

The global financial crisis, which started in the U.S., is the last and the largest of these crises. Because of the
degree of globalization in financial markets, global crisis quickly spread to other countries. (Yunus, 2009: 6)
The globalization of capital has been an integral part of the scale of the financial crisis. (Legg and Harris,
2009: 369) The global crisis started discussions about the restructuring of the international financial system.
Some scholars argue that significant transnational regulatory initiatives will advance as a result of the
financial crisis. In the contrary, some scholars think the crisis is generating a reassertion of state authority
over international financial markets. (Helleiner, 2009a:1) Nonetheless, it is generally accepted that
international financial architecture, which is likened to oil in our cars that lubricates the engine of world
growth (El-Arian, 2009:88), is far from preventing crises.

The developed countries, particularly the G-7 countries and the developing countries, particularly the BRIC
countries (Brazil, Russia, India and China) tried to shape the restructuring process of the international
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financial system and the international financial institutions according to their interests. Divergence between
the perspectives of developed and developing countries transformed the restructuring process into a political
process. It is expected that besides accelerating the restructuring of the international financial system, the
financial crisis will have geopolitical reflections (Burrows and Harris, 2009) and the international balance of
power will find a new equilibrium because of the crisis. (Germain, 2009)

This paper aims to investigate the impact of the global financial crisis on the governance structures of the
international financial institutions within context of international politics. The article proceeds in the
following manner. First, impact of the global financial crisis on the restructuring of the international financial
system is examined. In the second section, role of the G-20 summits and international politics on the
restructuring process is analyzed. In the third section, restructuring of the international financial institutions’
governance is evaluated.

THE GLOBAL CRISIS AND
THE INTERNATIONAL FINANCIAL SYSTEM

The biggest financial crisis since the Great Depression, which originated in the US and spread quickly to
other countries, clearly demonstrated that the U.S. and international financial architecture has structural flaws
so that this is not just a crisis in the system, this is a crisis of the system. The crisis was a challenge; the three
of the most seemingly effective international institutions (the World Trade Organization, the IMF, and the
international network of regulatory agencies) failed to meet. (Zaring, 2010: 475)

Global financial crisis demonstrated that nations are still the most important actors of the international
financial system. It was also clearly seen that G-7 countries cannot decide on global economic issues
themselves; representation and participation of emerging countries in the decision-taking mechanisms is
needed. The crisis moved the center of gravity of the international economy towards emerging countries and
the G-20 emerged as the legitimate platform to restructure the international financial architecture in terms of
representation, international reserves and economic power. (Bradford, 2009:38) The G-20 countries together
represent over 85 percent of world GDP, 80 percent of world trade, and two-thirds of the world’s population.
(Beeson and Bell, 2009:68) In this connection, creation of the G-20 increases the possibility of effective
policy coordination and increase the credibility and legitimacy. (Germain, 2001)

The global crisis also showed that the international financial system has expanded greatly in size, reach and
liquidity and gained the potential to drag not only the developing but also the developed countries into crisis.
(Wade, 2008) Even if the international institutional framework for international finance is seen as the most
sophisticated of the global governance regimes (Kerwer, 2005), the crisis showed that the systemic
complexities of the 21* century networks should be better understood. (Schweitzer et al., 2009) The
international financial system has become so integrated and the global economy so interdependent that policy
coordination at the global level is needed and to do that, international institutions must be reformed in a way
that gives greater voice and representation to the emerging countries. (Pisani-Ferry and Santos, 2009:12)

According to the IMF study (2009), synchronized recessions after financial crises tend to be deeper and last
longer, which makes coordinated action and cooperation at the global level more urgent. As a result, the
global governance concept, which is related to the emerging urgent global problems that cannot be solved by
the national instruments of decision making, (Potucek, 2009: 12) is pronounced more and more frequently. It
is argued that a comprehensive supervisory and regulatory regime that monitors and assess systemic financial
risks stemming from the poor corporate governance, risk-management and management of liquidity risk of
all the banks and the shadow financial system should be constructed. Absence of binding international
standards to enhance financial transparency and accountability (Abdelal, 2007) is seen as one of the most
important factors that intensified the global financial crisis.

It is argued that financial deregulation reforms, which opened up countries to the free flow of capital in and
out of them, removed the regulations on financial institutions operating within countries, and removed the
political controls from the Central Bank, made the financial sectors of nations parts of the international
financial sector and increased countries’ vulnerabilities. (Beder, 2009: 18) Nonetheless, there are also views
that worldwide drive to regulation is misconceived. (Connolly, 2009:422)

Even if the need for cooperation at the global level was clearly recognized, it was also seen that states are not

ready for a global financial regulator and a central bank. In spite of the fact that a supranational regulator and
international lender of last resort may be functional to stabilize international financial markets, it is also
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accepted that it is not easy to establish these institutions under current circumstances. So, until these kinds of
supranational institutions are established, intensifying national regulations, enhancing international
cooperation and redesigning the regulatory framework at the national and international levels are seen as
short and middle-term options. It is expected that IMF will continue to play the role of “quasi-lender of last
resort”.

THE G-20 SUMMITS, INTERNATIONAL POLITICS AND
THE RESTRUCTURING PROCESS

As the global crisis deepened in the first quarter of 2009, need for cooperation at the global level was clearly
understood. Nevertheless, developed and developing countries, with different points of view about the
restructuring process, tried to shape the process according to their interests. The restructuring process turned
into a political dispute among the developed and developing countries.

G-20 meetings symbolized the changing balance of power in the international economy. (Bradford, 2009:38)
Prior to the crisis, the G-7 summits were platforms where the most important decisions about the
international economic order were taken. Nonetheless, the global financial crisis necessitated more
participation and representation of the developing countries. G-20 reflected the structural shifts in the system
whereby power balances are being altered by the rise of emerging countries, particularly the BRIC countries
(Brazil, Russia, India and China). (Armijo, 2007) “The BRIC countries” concept gained a political meaning
rather than a just economic term. Putin had mentioned this in his Munich speech in 2007: “There is no
reason to doubt that the economic potential of the new centers of global economic growth (the BRICs) will
inevitably be converted into political influence and will strengthen multipolarity” (Lukyanov, 2009:130)

G-20 is seen as an important step towards a reformed global economic governance regime. (Schmidt et al.,
2009) Nonetheless, it is also argued that since G-20 is merely a gathering of national leaders, not a formally
constituted international organization and lacks the capacity to enforce its decisions, it does not result in any
fundamental changes to the system. (Buckley, 2010) G-20 is likened to a non executive board of directors for
the global system of governance than an executive management committee. (Garrett, 2010: 38) G-20
declarations are also criticized on the basis that no preconditions are defined for more cooperation and no
underlying principles are defined. (Graaf and Williams, 2009: 414)

During the initial phases of the crisis, in November 2008, the G-20 countries convened with the agenda of
taking measures to prevent the deepening of the crisis. G-20 countries convened again in April 2009 and took
important decisions. Finally, at the G-20 meeting in September 2009, the leaders declared that the G-20
became the main platform for international economic cooperation.

G-20 meeting in April 2009 was successful at some extent. Nonetheless, the meeting failed to reform the
international financial system because of clash of interests among the Anglo-Saxons, the Europeans and the
emerging countries. It is argued that the US blocked the reform of the international financial system and
pushed for global fiscal stimulus. The Europeans resisted fiscal stimulus and reform of the IMF and the
World Bank since their voting power would be cut to create space for the emerging countries. They shifted
the focus from these issues to the regulatory reforms. Meanwhile, emerging countries, particularly BRIC
countries stressed the importance of the reform of the international financial and monetary system.

At the end of the summit, it was declared that IMF’s financial resources were increased threefold to $750
billion, which was seen useful to help stabilize financial sector in troubled regions of the world. (Yunus,
2009:7) Nonetheless, most of this amount consisted of commitments. Only Japan signed a $100 billion
bilateral barrowing agreement with the IMF. The E.U. and the U.S. committed $100 billion. China pledged to
buy $50 billion IMF bonds denominated in SDRs. Russia, Brazil, South Korea and India also pledged to buy
$10 billion IMF bonds. Canada and Switzerland also committed $10 billion dollar. Adding commitments of
other countries, the total amount amounted to 423 billion dollars by early September. The European Union
increased its commitments by 78 billion dollars in September 2009 and in this way the $500 billion target
could be reached before the G-20 summit at the end of the September.

The G-20 meeting in April 2009 was not successful especially from developing countries’ perspectives in
terms of reform of the international financial system. Russia voiced its concerns with regards to the problems
caused by the dominance of dollar and China, which is expected to provide more resources to the IMF,
proposed the reform of the international financial system with specific suggestions; nonetheless G-7
countries simply ignored. (Stewart, 2009) It is argued China pledged to buy only $50 billion IMF bond rather
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than giving long-term loan to give a massage that it wants faster reforms in decision-making mechanisms of
the IMF. (The Economist, 2009: 79) Other BRIC countries also refused to participate in the New
Arrangements to Borrow (NAB) or special arrangements, rather offered to purchase IMF bonds. (Woods,
2010: 59)

Even if fundamental reforms such as the rearrangement the quota system was postponed, some substantial
changes were made such as trebling of IMF’s financial resources to $750 billion, a $250 billion dollar
increase in the Special Drawing Rights (SDR), a new facility called Flexible Credit Line (FCL), a change of
conditionality that would let barrower countries to keep up social spending during crises, a doubling of the
limit on the total amount each member country can barrow, softening of the core conditionality, better
surveillance of risks created by individual countries to the international financial system, a change in the
selection of managing directors towards merit-based process. (Weissman, 2009:11) Grabel (2010: 12) argues
that G-20 representatives gave the IMF pride of place in global efforts to respond to the crisis.

The G-20 countries also agreed to reshape regulatory systems, to extend regulation and oversight to all
systemically important financial institutions, instruments and markets. They decided to strengthen
international cooperation by establishing the remaining supervisory colleges for significant cross-border
firms by June 2009, building in the 28 already in place; by implementing the FSF principles for cross-border
crisis management immediately.

Members of the IMF met at the annual IMF meeting in the last week of April and discussed how they will
raise the funds that were agreed upon at the G-20 summit. They also discussed the reform of the decision-
making mechanisms of the IMF and the World Bank. Developing countries were not convinced that IMF’s
more powerful countries were serious about ceding any control. They warned that they would not provide
financial resources without having more voice in the decision-making process. (Prosser, 2009)

Alexei Kudrin, Russia’s finance minister, said at the meeting that, “we already meet a cool attitude and even
resistance to reform the IMF. The leading countries are not in a hurry... this was the main discussion, the
nerve of the meeting.” Brazilian finance minister stated that contributions made by the developing countries
would be provisional, meaning that they may be withdrawn if the IMF’s decision-making process is not
reformed.

From the initial phases of the global crisis, BRIC countries tried to increase their influence in the
restructuring process. In March 2009, before the G-20 summit, BRIC countries came together and issued
their first communiqué. In this communiqué, they called attention to the reform of the international financial
institutions. Taking into consideration the growing weights of the emerging countries in the global economy,
they wanted reconsideration of the quotas and voting rights of the IMF and the World Bank. They wanted the
reform of the international monetary system. BRIC countries came together again in June and issued another
communiqué. Similar to their March communiqué, they called for the reform of the international financial
and monetary system. They called for a more diversified monetary system. They also called for a multipolar
international system based on international law, equality, mutual respect, cooperation, coordinated action and
collective decision-making principles. On June 29, 2009, the United Nations ratified an action plan about the
international financial system, according to which the member countries demanded an immediate reform of
the Bretton Woods institutions.

BRIC countries continued to criticize the international financial and monetary architecture at other platforms.
At the G-8 summit held in July, China repeated its demand for a rational and more diversified international
monetary system. Russia also argued that an alternative global reserve currency should be included in the
agenda of the G-8 summit.

The United Nations Trade and Development Conference supported BRIC countries’ arguments about the
international financial and monetary system with a report in September. (UNCTAD, 2009:10-13) According
to arguments in report, dollar should be replaced with another international reserve currency issued by an
international organization. It was argued that restructuring of the international financial system in this way
would eliminate the problem of instability creating capital movements and would decrease speculation. The
report specifically emphasized the SDR. It was argued that the SDRs could function as supranational reserve
currency. Meanwhile, some scholars argue that since the purchasing power of the SDRs is uncertain and
since their liquidity is relatively insufficient, they are not suitable for countries with balance of payments
surplus. (McKinnon, 2009:7)
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Finance ministers of the BRIC countries came together in September before the G-20 summit, issued a
declaration and reiterated their demands about the reform of the international financial and monetary system.
They stated that the most serious problem that damages the legitimacy of the IMF and the World Bank is
unjust distribution of quotas and voting rights. They demanded a seven percent quota shift from developed
countries to developing countries in the IMF and a six percent voting rights shift in the World Bank. They
called for a more stable and predictable monetary system. They also demanded a transparent selection
process for the IMF and World Bank Presidents based on the merit, not on the nationality.

G-20 summit in September has been a summit, which concrete results emerged from ongoing negotiations
and discussions among the developing and developed countries in different platforms since the beginning of
the global crisis. The leaders declared that the G-20 has become the main platform of international economic
cooperation.

Developing countries’, particularly BRIC countries’ demands for the reform of the international monetary
and financial system were met at some extent. At the G-20 summit, a shift of five percent quota shares from
overrepresented developed countries to underrepresented developing countries in the IMF and three percent
voting rights shift in the World Bank were agreed upon.

Other important decisions about the international financial system were also taken. The G-20 leaders agreed
to launch framework for strong, sustainable, and balanced growth. They agreed to address critical issues such
as the size and composition of the Executive Board and ways of enhancing its effectiveness, the Fund
Governors’ involvement in the strategic oversight of the IMF, enhancing staff diversity and making the
appointments of the heads and senior leadership of all international institutions through a transparent, and
merit-based process.

The G-20 also agreed to reconsider the regulation system for banks and other financial institutions in a way
that prevents excesses that lead to financial crisis, to improve international standards for bank capital, to
make necessary arrangements about compensation to end practices that lead to excessive risk-taking, to make
the over-the-counter (OTC) derivatives more transparent, to regulate and supervise the hedge funds and
credit rating agencies, and to make the regulatory and supervisory arrangements for the systematically
important international financial institutions.

At the IMF-World Bank Annual Meetings held in Istanbul in October 2009, decisions that support and
complement the decisions taken at the G-20 summit were taken. These “Istanbul Decisions” include:

1. Enlarging the mandate of the IMF in a way that includes all macroeconomic and financial policies, which
affect the global stability.

2. Providing insurance to more countries as the lender of last resort by using Flexible Credit Line.

3. To expand the multilateral surveillance authority of the IMF.

4. To shift a quota share of at least five percent from developed countries to developing countries.

RESTRUCTURING THE GOVERNANCE OF
THE INTERNATIONAL FINANCIAL INSTITUTIONS

Confidence to the international financial system diminished significantly as a result of the global financial
crisis. It is argued that transparency and public accountability of international financial institutions and new
complex financial instruments should be augmented to reestablish confidence to the financial system. (Porter,
2009:8)

Since the world is not ready for a brand-new global financial regulator or a central bank after the global
crisis, it is estimated that the global financial crisis will possibly lead to the restructuring of the international
financial system in a way that enhances IMF’s role in the global economy. The decision to increase IMF’s
financial resources at the G-20 meeting in April 2009 reflects increasing importance of the IMF.

IMF’s role was being discussed extensively before the crisis. The Fund was searching for a way to stay in
business. (Weissman, 2009:11) The Fund had cut staff by about 13 percent but still faced a $300 million
deficit over the next four years in 2008. (Griesgraber, 2009: 179) There were few countries that had signed
stand-by agreements with the IMF in 2000s and it was argued that the Fund could not even find money for its
day-to-day activities. Bank of England Governor Mervyn King (2006) had said this:”The Fund’s remit is
unclear. Its lending activities have waned and its role in the international monetary system is obscure.”
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The global crisis changed international economic prospect for the IMF fundamentally. It rescued the
institution from its increasing irrelevance. (Chorev and Babb, 2009) Nonetheless, to be a legitimate and
effective institution, it is argued that reforms must be implemented in four main areas including governance,
economic philosophy, IMF staff competencies and substantial increase in financing. (Griesgraber, 2009: 180-
183)

The other institution that will probably gain importance is the Financial Stability Forum. The FSF was
transformed at the G-20 meeting in April 2009 into the Financial Stability Board. The G20 placed the FSB at
the centre of intensified regulatory cooperation. (Arner and Taylor, 2009: 489) It includes all G20 countries,
FSF members, Spain and the European Commission. The FSB will collaborate with the IMF to provide early
warning of macroeconomic and financial risks and the actions needed to address them. Financial Stability
Board was given important roles with regards to the international financial system such as:

1) Assessing the weak points of the financial system and identifying the steps to address them. Facilitating
and enhancing co-ordination among the authorities responsible for the financial stability.

2) Providing the regulatory policy recommendations about the market developments and their implications.
3) Monitoring and assessing the practice of regulatory standards. Monitoring the policy development work of
International Standard Setting Bodies and ensuring that their work is coordinated and focused on priorities
and addressing gaps.

4) Promoting contingency planning for cross-border systemic crisis management. Conducting Early Warning
Exercises in collaboration with IMF to identify the buildup of macroeconomic and financial risks.

5) Establishing a supervisory college to monitor the systematically important international financial firms.
Overseeing all systemically important financial institutions, instruments and markets including the hedge
funds, which will have to register and report their strategy, debt and risk levels.

6) Establishing a clearing house, through which credit derivatives, whose value is derived from an underlying
asset, will be cleared.

It is expected that FSB will have an important role in the restructuring process of the international financial
system and will function like a global financial regulator.

Decision-making mechanisms of the international financial institutions such as IMF and World Bank are
among the most critical and controversial issues of the restructuring process. Developing countries demand
larger quota shares and voting rights arguing that they are under-represented.

The U.S. has 17,09 percent quota share in the IMF. This gives the US the veto power over crucial decisions
since a majority of 85 percent is required. The European Union countries have 32,09 percent quota share
while China has 3,72 percent, Russia 2,73 percent, India 1,91 percent and Brazil 1,4 percent. According to
experts, the recalculating quota is very slow because of political dynamics. It took very long negotiations for
China to be awarded a “special” quota increase when it reabsorbed Hong Kong. In 2008, Board of Governors
agreed to a process of change of quotas in small magnitudes. According to the agreement, US’s quotas would
eventually reduce to 16,73 percent, while China’s quota would increase to 3,81, India’s to 2,34 and Russia’s
to 2,39.

Especially in recent decades, there has been a shift in the international economic balance of power towards
east. This shift was not reflected in the quota shares and the voting rights of the IMF and the World Bank,
which limited China’s contribution to the new financial resources for the IMF. It is argued that China has
pledged to buy only $50 billion IMF bonds since its calls for greater representation were not met. It is also
argued that China preferred to buy IMF bonds rather than providing long-term financial sources to IMF to
show that it wants acceleration of the restructuring process of decision-taking mechanisms of the IMF and the
World Bank. (The Economist, 2009: 79) In this connection, an expanded role for China in multilateral
financial institutions is seen helpful for China’s cooperation with regards to the global financial crisis.
(Prasad, 2009:233)

IMF’s functions were determined in the Bretton Woods Articles of Agreement in 1944 and they were in
harmony with the post-war conditions and with the preferences of the politically strongest countries, the US
and the UK. (Helleiner, 2009b: 191) Its functions started to change in 1970s with the transformation of the
international financial system. The US suspended the convertibility of the dollar to gold and the Bretton
Woods system collapsed. Technological developments, increasing mobility of capital, financial liberalization
and deregulation gave the capital movements the potential to drag countries into financial instabilities and
crises. IMF’s main function transformed from providing balance of payments support to liquidity crisis
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management. IMF signed agreements with many countries most of which were not successful. It was
particularly criticized for its policies after the Asian crises in 1997-98. In the first years of the 21* century,
IMF’s role seemed to diminish as less and less countries signed agreements with IMF.

The global financial crisis changed this picture totally. IMF became almost the most important international
institution of the international economy. IMF’s financial resources were increased to $750 billion. New
facilities such as Short-term Liquidity Facility (SLF), which provide more flexibility, were created. With
Short-Term Liquidity Facility (SLF), IMF will be able to channel funds quickly to eligible emerging markets
with sound policies and sustainable debt burdens. It is expected that as IMF’s effectiveness and influence in
the international economy increase, reform of its decision-taking mechanism will be a more important issue.

Appointment process of the IMF and World Bank Presidents is criticized. It is argued that the IMF and
World Bank Presidents are selected according to an informal agreement among the U.S. and the West
European countries and as a consequence, all of the ten IMF Presidents since the establishment of both
institutions were West European nationals while all of the eleven World Bank Presidents were U.S. nationals.
(Cogan, 2009: 209)

A critical issue with regards to the governance of IMF is the degree of control of the staff and management
by the Executive Board. There may sometimes be conflicts of interest between the staff focusing on global
public goods and the Executive Board that is controlled politically by member states, particularly ones with
the larger quotas. It is argued that if there is no change in the structure of the executive board, the Fund’s
effectiveness in providing a high-level forum for international economic cooperation will decrease.
(Thimann, Just and Ritter, 2009: 188)

CONCLUSION

The global financial crisis demonstrated that the international financial architecture has structural flaws.
From the beginning of the crisis, debates and negotiations about restructuring of the international financial
system and the governance of the international financial institutions continued in different platforms. Since
the international financial system is a complex system which consists of various institutions, rules and
regulations; it is expected that the restructuring process will be a slow process.

Apart from the difficulties of the restructuring process stemming from economic factors and the complexity
of the international financial system, there are also political dynamics that affect, slow down and harden the
process. Developing and developed countries have different perspectives and different political concerns
about the governance structures of international financial institutions. Developing countries want the reform
of the decision-making mechanisms of the IMF and World Bank in a way that increases the quota shares and
voting rights of the developing countries.

Negotiations and debates among the developed countries, particularly the G-7 countries and the developing
countries, particularly the BRIC countries continued in different platforms since the beginning of the global
financial crisis. Political agendas shaped the restructuring process as much as the economic concerns. The
result was that along with the regulatory reforms, reforms about the decision-making process of the IMF and
the World Bank were made in a way that gives more voice to the developing countries in the international
financial institutions.

It is expected that developed countries will try to slow down the restructuring process since their control on
the decision-making processes of the IMF and the World Bank provides them various economic and political
advantages. Nonetheless, since they also recognize that international economic balance of power has changed
in recent decades, they may accept some transfer of control. Decisions taken at the G-20 summit in
September 2009, according to which IMF quota shares and World Bank voting rights will be transferred from
developed countries to developing countries, can be seen as a first step towards greater role of developing
countries in the international financial system.

Meanwhile, the developing countries, particularly the BRIC countries, will probably press for faster reforms
in the decision-taking mechanisms of the IMF and the World Bank. They will try to increase the amount of
IMF quota shares and the World Bank voting rights that will be transferred to them. It is anticipated that the
restructuring process will proceed slowly because of the complex relations between the international
financial system and the international politics.
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ABSTRACT

The strategic management for human resources plays an important role on the precaution and exceeding of
the crisis. Apart from this, with the help of successful crisis managements, the crisis facilitates the exposition
of the organization’s strong and weak points and the reconstruction of the organization itself. Many large
organizations have highly developed crisis management plans and teams that are ready and rehearsed for
crises. On the other hand, majority of the small businesses believe that crisis preparations are less important.
The latest global crisis, unlike its progress in the world, affected small-scale and relatively weak firms
instead of banking sector in Turkey (Alptekin, 2009:5). As a natural consequence of it, SMEs operating in
Malatya were also affected negatively and faced with losses. However, whether SMEs operating in Malatya
tried to find the right, optimal size and benefited from rightsizing with a systematic strategic human resource
management approach during the global recession period is unknown. For this reason, it is aimed to
investigate the rightsizing skills of SMEs operating in Malatya.
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INTRODUCTION

Globalization, knowledge-based economy, fierce competition and rapidly changing technologies increased
the importance of the human resources significantly. In today’s highly competitive work environment, it is
vital for firms to approach human resources as a strategic success component and competition superiority
factor. A broader and strategic approach that is beyond classical human resources management is necessary
for success (Niehaus, 1995:55). This broader and strategic approach to human resources refers to the strategic
role which is integrated to the organization, spreading its vision, mission and all goals to the all units of the
company (Wright, 1992:297). Rather than an activity relegated to human resource staff (Taylor, 1996:970), it
is necessary for firms to consider human resources as a strategic source of value which creates a competitive
advantage in the market. In today’s knowledge-based economy, the success of a company depends on
accepting the human resource functions as a strategic partner in the formulation of the company's strategies
as well as in implementation of those strategies (Tyson, 2001:80).

Competition, lost market share and lowered profit margins are the realities of today’s business environment.
To survive and outperform in existing conditions, firms need to benefit from their human resources with a
systematic strategic approach (Allen, 1997:34-42). As one of the systematic strategic approaches, rightsizing
is rethinking and reorganizing to find the optimum size with respect to the existing both internal and external
conditions by eliminating unnecessary jobs and improving core activities (Walker, 2003:1). Unlike
downsizing, it is a broader strategic approach oriented towards reshaping the organization and involves
processes which take both human and financial resources into account at the same time in a frame of strategic
plan. In this period, functions may be eliminated, labor force may be reduced or employees may be
positioned horizontally in different areas.
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The need of reorganization of human resources becomes apparent by the crisis. The crisis facilitates the
exposition of the organization’s strong and weak points and the reconstruction of the organization itself
revealing a reorganization opportunity for the strategic management of human resources in the organizations.
The most affected component from the crisis process is human resources. After all, the most powerful
weapon for to fight crisis is also human resources.

Many large organizations have highly developed crisis management plans and teams that are ready and
rehearsed for crises. On the other hand, majority of the small businesses believe that crisis preparations are
less important. Many small organizations have the mentality that ‘crises don’t happen in our industry/field’ or
‘we have a well-managed business and could manage our way through a crisis without a plan’. They assume
that crisis events only happen to other organizations or that they are somehow protected from destructive
effects of crises (Bozkurt, 2009:64-65)

Today, SMEs account for %95 of total number of firms in global economy providing %66 of employment. In
Turkey, %99 of the firms is SMEs constituting %46 of aggregate employment (Spillan and Hough,
2003:398-407). Regarding to the importance of SMEs as stimulators of employment, investment and
aggregate production in one economy and the fact of their inadequacy in crisis planning; SMEs are selected
to be studied on. SMEs operating in Malatya are dynamic units of Malatya stimulating city economy
considerably. To illustrate, in the last five months of 09 Malatya came first in Eastern Anatolia accounting
for 25 percent of the total number of SMEs getting investment incentive certificate in the region. Therefore,
the field of the study is selected as those SMEs and the survey is conducted on them.

The latest global crisis, unlike its progress in the world, affected small-scale and relatively weak firms instead
of banking sector in Turkey (Alptekin, 2009:5). As a natural consequence of it, SMEs operating in Malatya
were also affected negatively and faced with losses. However, whether SMEs operating in Malatya tried to
find the right, optimal size and benefited from rightsizing with a systematic strategic human resource
management approach the global recession period is unknown. For this reason, the aim of the study is
determined as to investigate the rightsizing skills of SMEs operating in Malatya.

LITERATURE REVIEW

Crisis Management

One of the most significant characteristics of modern times is the existence of crises (Israel, 2007:807-823).
Crises are unexpected events in an organization's life which represents a significant threat to its high priority
values and demands a time-pressured response. Crises cause firms to face with risks, difficulties,
uncertainties and chaotic situations and should be handled seriously. Since crises differentiate in terms of
their scope and impacts crises are one of the difficult concepts to be identified in management science
(Demirci, 2009:89). Generally speaking, crises can be defined as triggering events which are so significant
that they challenge the existing structure, routine operations or survival of the organization (Phelps, 1986:5).
Crisis is a chain of sudden and unexpected happenings that is difficult to get under control (Caponigra,
2000:5). Moreover, crises can be described as sudden challenges which test the organization's ability to cope
posing threats to the viability of organizations (Kuklan, 1988:21).

When written in Chinese, the word crisis is composed of two characters. One represents danger and the other
represents opportunity. Crisis that threatens the existence of organizations also creates unexpected
opportunities at the same time. An effective crisis management can convert that opportunities to success
stories. With the help of successful managements, the crisis facilitates the exposition of the organization’s
strong and weak points and the reconstruction of the organization itself (Anderson, 2006:1290-1297). Since
crises, regardless of its origin, are one of the realities in today’s business environment coming suddenly with
destructive effects on firms successful crisis management becomes more important for firms to survive and
outperform in uncertain and dynamic market conditions (Bozkurt, 2009:78).

Crisis management can be defined as the management of processes such as taking first signs of crisis,
preparations and preventions, removing the loss, improving the organizational structure, learning and
determining the affirmative sides of crisis (Wojcik, 260). It is a dynamic and continuous process composed of
both reactive and proactive activities and requires identifying the signs, taking measures and developing
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responses to crisis (Ocal, 2006:1498-1503). According to Finsk, crisis management is the art of removing
risk and uncertainty to gain more control on external factors (Wang, Hutchins and Garavan, 2009:22-53).

The current literature on crisis management focuses on general prescriptive models providing general
guidelines for coping with depression periods. There are also descriptive models which categorize business
crises. For example, Lerbinger (1997) categorizes crises according to the distinction between external and
internal factors and lists different types of crisis. Another stream of research focuses on historical perspective
(Fink, 1986:15).

According to Shrivastava, there are four points in crisis management to be taken into account; causes,
measures, solutions and results. Causes are the reasons leading to crisis and measures refer to the sum of
proactive actions aiming to minimize the negative sides of crisis. Solutions indicate reactive activities which
are put into force by management during the time of crisis and finally results are temporary or permanent
impacts left from crisis (Kuklan, 1988:21). According to Pearson and Clair, there are four steps in crisis
management. These are identifying the early signals of crisis, preparing the emergency plan, implementing
the strategies and finally operations for recovery after crisis (Liua, Chang and Zhao, 2009:232-239).

In crisis management process, planning step is important. The old adage states, ‘if you fail to plan, you plan
to fail’. Clearly, planning is a primary key to success. Not only businesses should plan for positive events,
such as new products or factory expansions but they also must plan for adversity situations like crises
(Anderson, 2006:1290-1297). Majority of large organizations have highly developed crisis management
plans and teams that are ready for crises. On the other hand, small businesses, generally defined as those
having fewer than 500 employees, believe that crisis planning is less important. Many small organizations
have the mentality that ‘crises don’t happen in our industry/field’ or ‘we have a well-managed business and
could manage our way through a crisis without a plan’. They assume that crisis events only happen to other
organizations or that they are somehow protected from crisis (Spillan and Hough, 2003:398-407). SMEs, as
dynamic units of a national economy, contribute to both economic and social systems respectably and are the
driving forces behind the strong, dynamic economies. Becoming more important in recent years, SMEs
stimulate the market contributing to employment, investment and aggregate production in one economy. For
this reason, crisis management is more important especially for SMEs most of which are generally managed
by its owners unlike the big, financially strong firms in which generally crisis management processes are
handled in separate departments or public relation agencies

Effective crisis management means that top management must manage the impact of the crisis on various
sections of the organization, such as information systems, operations and human resources. With respect to
human resources, management must be mindful that its employees may experience considerable personal loss
in such times and that there may be a decline in their performance. Moreover, employees may be working in
conditions of greater levels of stress. Stress appearing during depression periods increases when
informational certainty is low, the size and scale of the events seems overwhelming, and executives,
managers and even team leaders show little support during the time period of crisis (Wang, Hutchins and
Garavan, 2009:22-53)

Firms are integrated not only with their subsystems but also with their environment. Crises, as one of the
important issues occurred in the external environment cause firms to face with risks, difficulties, uncertainties
and chaotic situations and should be handled seriously. Firms which are lack of crisis management skills and
incompetent in reacting properly experience the destructive effects of crises and the existence of firms goes
under risk (Sevim, 2009:147). Firms generally go into crisis since they fail to make preparations before crisis
and develop appropriate strategies in different managerial levels. To cope with crises, the success of a firm
depends on developing a long-run point of view, identifying signs of crisis before it occurs, taking
appropriate measures and putting emergency plans into action.

Rightsizing

During the decades of the 1950s, 1960s, and 1970s, corporations expanded by providing new jobs and
opportunities. With the beginning of the 1980s, conditions for growth were no longer appropriate and
companies needed for a leaner workforce by cutting their staff. Because of competitive pressures around the
world, firms tried to cut costs, restructure and reduce their labour force. As a result, the concept of
“downsizing” became popular since then (Zeinab, 1999:175). While employee reductions were utilized
mainly in response to crises prior to the mid-1980s, downsizing developed into a managerial strategy
for most of the companies after mid-1980s (Gandolfi, 2009:3-14). One of the reasons for the continuing
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popularity of downsizing practice as a managerial strategy was the accelerating impact of information and
communication technology all over the world (Whymark, 1998:158-162)

The first few years of the 1990s were years of trying to find the best way to survive. Words like downsizing,
rightsizing, restructuring, management by objectives, diversification, zero-based budgeting, matrix
management, re-engineering, and realignment became popular presenting various approaches. They all
meant, to some degree, the same thing: getting more done with fewer people. Downsizing came first meaning
reducing the workforce without really changing the way the work was done and without changing the
corporate infrastructure. Rightsizing was the next approach. It consisted of trying to find the “right” number
of people to do only the necessary work aiming to stop doing “non-value added work” (Skehan and Kleiner,
1996:7-12).

Rightsizing is regularly used as substitute for downsizing in literature. Downsizing can always be justified to
improve efficiency, but only if it is really rightsizing to prepare a strong base for renewed growth
(Thompson, 1998:274). While downsizing is the systematic reduction of a workforce; rightsizing is a
different, broader strategic approach aiming to find the optimal size (Appelbaum, Everard and Hung,
1999:535-552). Rightsizing also can suggest growing a business, either to correct a previous downsizing
effort or to accommodate growing business (Jusko, 2010:18). It is an integrated, internally consistent and
externally legitimated configuration of organizational processes, products, employees and based on a shared
vision of the future of the organization. A clearly defined mission and strategy is supported by management
and also understood by members of the firm. The strategic dimension of rightsizing requires a continuous
analysis of the organization's mission and long-term strategies, actions required to implement them and the
skills and people necessary to perform those processes. Companies can be revitalized and individuals can be
renewed if the emphasis is rightsizing rather than just workforce reduction (Burke and Nelson, 1997:325-
334). In other words, rightsizing is more comprehensive than the concept of downsizing in that it is a
proactive, continuous process of configuring the organization to function effectively in the present and be
prepared to do so in the future. It emphasizes a proactive, strategically driven process of continuous attention
to the "right" size (Hitt, Keats, Harback and Nixon, 1994:19-21).

When the decision to right size is made also a continuous process of reevaluating the company's human
resources in relation to business strategies and developments in the external environment is needed (Morrall,
1998:81). The first key to successful rightsizing is to focus on the company’s long term strategies and how
any reorganization will affect the company’s horizon (Elmuti and Kathawala, 1993:10). Rather than just
headcount reductions, companies should reevaluate organizational priorities, review core competencies, look
to possible organizational redesign, and operate under a “rightsizing”. The organization’s long-term strategic
needs should be taken into account and be balanced by the company’s short-term operational needs (Hickok,
1999:9).

The strategic management for human resources plays an important role on the precaution and exceeding of
the crisis. Apart from this, with the help of successful managements, the crisis facilitates the exposition of the
organization’s strong and weak points and the reconstruction of the organization itself. This dimension puts
forward a reorganization opportunity for the strategic management of human resources in the organizations
by the crisis. Corporations, generally speaking, have a tendency to be narrow in scope when considering
reorganization. As a response to crisis, companies immediately focus on cutting costs and try to maintain or
achieve specific levels of profitability. One of the first places companies look to make cuts is people-related
expenses. Reducing headcount seems like an easy and obvious way to save on costs. During the time period
of strategic management of human resources (Kenny, 1999:29), downsizing may cut labor costs in the short
run but possibly erode both employee and eventually customer loyalty in the long run (Wilkinson,
2005:1079-1088).

Firms have always encountered workforce fluctuations, particularly as reactive measures to economic crises,
such as responses to recessions (Gandolfi, 2008:3-14). Especially, SMEs usually adopt retrenchment
practices during economic downturns (Chu and Siu, 2001:845-858). Typically, they respond to decline by
cutting back their scale of operations, which usually means that the size of the workforce is reduced.
Downsizing is viewed as an organizational intervention aimed at improving organizational performance by
reducing the workforce (Pranjall and Kumar, 2009:11). In workforce reduction, the critical point is that
employees who can be easily rehired and who are not involved in activities at the core of the firm’s
competitive advantage should be cut (Chu and Siu, 2001:845-858). However, most of the time, wrong
decisions are taken in tailspin and generally key talents that affect an organization’s ability to success its
business goals are lost.

28



The current business environment of rapid change and innovation forces organizations to evaluate how
human resources (HR) contribute to their effectiveness. In today’s knowledge-based economy, intellectual
capital is the main factor leading to superior firm performance (Zatzick and Iverson, 2006:999-1015). With
the increased global competition and economic fluctuations, the key factor to survive and outperform in the
market is “high-value” instead of “high-volume” (Lewin and Johnston, 1996-93-111). As a consequence of
prevailing current economic conditions, today companies are confronted with drops in profits, cost
restrictions and fierce competition and those become the basic realities of business life. In this context, to
survive and compete better in the market requires strategic thinking, acting with a proactive manner and
benefiting from human resources effectively (Zeffae &Mayo, 1994:5). In today’s knowledge economy, it is
necessary for firms to focus on adapting and recognizing patterns rather than just trying to achieve a “optimal
performance” (Frey, 2001:38-54).With this reality, to adapt and response to economic fluctuations, structural
changes and uncertainty in existing conditions is possible only by high capability of organizational adaptation
and high workforce participation requiring a systematic strategic approach. As one of the systematic strategic
approaches, rightsizing makes organizations leaner and more competitive in a difficult economy so that they
can reap stronger rewards and be in an advantageous position after the recession ends. Rather than simply
cutting costs to maintain a specific level of profitability with a narrow point of view, a broader approach and
more fundamental strategy; rightsizing should be considered. It is a holistic and proactive approach dealing
with corporate restructuring with the goal of both reducing costs and aiming to improve efficiency and
effectiveness at the same time (Ataman, 2001:366). By creating a results-focused talent plan, organizations
sharpen their employee skills for greater strategic impact (Zeffae &Mayo, 1995:6-18). Putting the right
people in the right roles at the right time enables companies to improve the quality and effectiveness of their
workforce that is a major competitive differentiator. After all, a revitalized organization with a strategic
workforce is better able to execute on business strategy (Tiirk, 2006:132).

METHOD

Many large organizations have highly developed crisis management plans and teams that are ready and
rehearsed for crises. On the other hand, majority of the small businesses believe that crisis planning is less
important. Many small organizations have the mentality that ‘crises don’t happen in our industry/field” or ‘we
have a well-managed business and could manage our way through a crisis without a plan’. They assume that
crisis events only happen to other organizations or that they are somehow protected from destructive effects
of crises (Bozkurt, 2009:64-65)

Today, SMEs account for %95 of total number of firms in global economy providing %66 of employment. In
Turkey, %99 of the firms is SMEs constituting %46 of aggregate employment (Spillan and Hough,
2003:398-407). Regarding to the importance of SMEs as stimulators of employment, investment and
aggregate production in one economy and the fact of their incompetency in crisis planning SMEs are selected
to be studied. Since in the last five months of 09 Malatya comes first in Eastern Anatolia accounting for 25
percent of the total number of SMEs getting investment incentive certificate in the region the study is
conducted in Malatya.

This study aims to determine whether “SMEs operating in Malatya, which are expected to face big losses
during recent crisis, benefited from rightsizing recent global crisis by rethinking and reorganizing their
human and financial resources at the same time”. The problem statement is determined as “Did SMEs
operating in Malatya benefit from rightsizing successfully during recent global crisis?” Accordingly, the
hypothesis is determined as “SMEs operating in Malatya did not benefit from rightsizing during recent global
crisis by rethinking and reorganizing their human and financial resources at the same time”.

The population of the study consists of 750 SMEs. Because of cost issues and conducting the survey in the
population include higher probabilities of making mistakes randomly sampling method is selected with
confidence level of 0.95, tolerance limit of +0.04 and the sample size of 100 (Cing1, 1994:326).

Data collection is performed through questionnaire method applied to managers with face to face interviews.
Before survey, pilot study is conducted to realize the validity and reliability of the study. The questionnaire
form consists of 10 questions. Confidence analysis is implemented and confidence coefficients are calculated
to achieve consistency of questions with each other and homology in measurement. For this reason, it is
benefited from Cronbach Alfa coefficient (Ozdamar, 2002: 662-663) which has a higher statistical validity.
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In this scale, confidence coefficient is found as a = 0.698. It can be said that the scale is reliable. Data
evaluation is conducted through frequency analysis, arithmetical mean, standard deviation and finally
spearman correlation.

APPLICATION AND CONCLUSION

Frequency Analysis
Data is presented in frequency tables (Tablel — Table10):

Tablel. Professional Consultancy Services

Frequency | Percent

(No) 53 53,0
(Yes) 47 47,0
Total 100 100,0

Table.1 shows that more than the half did not benefit from professional consultancy services regarding to
rightsizing indicating that firms do not give adequate importance to planning for crisis.

Table2. Strategic Human Resource Management

Frequency Percent
1 17 17,0
2 30 30.0
3 41 41,0
4 7 7,0
5 5 5.0
Total 100 100,0

Arithmetic Mean:2.53  Standard Deviation:1.02
5=Strongly Agree 4=Agree 3=Partially Agree 2=Disagree 1=Strongly Disagree

% 53 of the managers interviewed state that one of the main reasons of problems resulted from layoffs during
the period of crisis is that they do not benefit from strategic human resources management.

Table3. Decisions Regarding To Rightsizing

Frequency Percent
1 07 7,0
2 20 20,0
3 38 38,0
4 25 25,0
5 10 10.0
Total 100 100,0

Arithmetic Mean:3.11  Standard Deviation:1.06

%73 of the managers interviewed state that decisions regarding to rightsizing are taken in management board
implying that there is a tendency towards developing appropriate strategies.

Table4. Knowledge Level of Firms About Rightsizing
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Frequency Percent
1 12 12,0
2 24 24.0
3 31 31,0
4 28 28.0
5 5 5.0
Total 100 100,0

Arithmetic Mean:2.90  Standard Deviation:1.09
% 64 of the managers interviewed state that rightsizing is unknown. According to these results, it can be
concluded that the firms in scope of the survey do not make an effort to find the optimal, “right” size by

analyzing the hierarchical layers and business processes in accordance to their long term business strategies.

TableS. Dealing With Employee Values, Attitudes and Behaviors

Frequency Percent

1 2 2,0

2 25 25,0

3 36 36,0

4 34 34,0

5 3 3,0
Total 100 100,0

Arithmetic Mean:3.11  Standard Deviation:0.88

%73 of the managers state that employee values, attitudes and behaviors are not taken into account and
evaluated.

Table6. Rightsizing vs. Downsizing

Frequency Percent

1 16 16,0

2 32 32,0

3 30 30,0

4 19 19.0

5 3 3,0
Total 100 100,0

Arithmetic Mean:2.61  Standard Deviation:1.06

%52 of the managers interviewed state that rightsizing concept is confused with downsizing proving that
rightsizing is misunderstood by the firms in scope of the survey.

Table7. Workforce Reduction

Frequency Percent

1 10 10,0

2 17 17,0

3 33 33.0

4 26 26,0

5 14 14,0
Total 100 100,0

Arithmetic Mean:2.77  Standard Deviation:1.04
%73 of the managers state that workforce reduction is a primarily preferred strategy in cutting costs during

the time periods of crisis. It implies that as a response to crisis, they focus on cutting costs and try to maintain
or achieve specific levels of profitability by headcount reductions.
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Table8. Human Resource Function

Frequency Percent
1 15 15,0
2 19 19.0
3 44 44,0
4 18 18,0
5 4 4,0
Total 100 100,0

Arithmetic Mean:3.17  Standard Deviation:1.17

%66 of the managers interviewed state that human resource function is not viewed as a strategic partner in
the formulation of the company's strategies spreading the vision, mission and goals to the all units of the
company. Regarding to the results, it can be said that human resources is not considered as a strategic source
of value

Table9. Ignorance of Emotions and Reactions of Survivors Following the Cutbacks

Frequency Percent
1 18 18,0
2 25 25,0
3 29 29.0
4 22 22,0
5 6 6.0
Total 100 100,0

Arithmetic Mean:2.73  Standard Deviation:1.17

% 57 of the managers interviewed state that survivors of a layoff who are frequently left with as many
negative emotions and reactions are not taken into consideration. It indicates that firms do little to help or
deal with them.

Table10. Negative Impacts of Workforce Reduction Decisions on Employees

Frequency Percent
1 3 3,0
2 8 8.0
3 19 19.0
4 55 55,0
5 15 15.0
Total 100 100,0

Arithmetic Mean:3.71

%89 of the managers interviewed state that workforce reduction decisions leave negative impacts on
g g p

employees.

Spearman Correlation Analysis

Standard Deviation:0.92

Tablell. Spearman Correlation Analysis Results

Variables r P
Q4*Q6 0.404 0.000
Q4*Q7 0.252 0.011
Q4*Q8 0.280 0.005
Q4*Q9 0.345 0.000
Q4*Q10 0.258 0.010
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At the significance level of 0.05, the highest value belongs to the relationship between the knowledge level of
firms about rightsizing and the confusion of rightsizing concept with downsizing (r:0.404, p:0.000). Rather
than just headcount reductions, companies should reevaluate organizational priorities, review core
competencies, look for possible organizational redesign, and operate under a “rightsizing” (as opposed to
downsizing) philosophy.

There is a strong positive linear relationship between the knowledge level of firms about rightsizing and
ignorance of emotions and reactions of survivors following the cutback (r:0.345, p:0.000). Destructive
impacts of workforce reductions on employees left after downsizing is defined as “downsizing syndrome” in
literature. It is a significant problem that organizations need to address. That firms whose knowledge level
about rightsizing is limited ignore emotions and reactions of survivors following the cutback is an expected
result.

There is a positive linear relationship between the knowledge level of firms about rightsizing and classical
human resource management approach (1:0.280, p:0.005). The firms in the scope of research with limited
knowledge level of rightsizing naturally do not approach human resource activities with a strategic
management approach.

There is also a positive linear relationship between the knowledge level of firms about rightsizing and
negative impacts of workforce reduction decisions on employees (1:0.258, p:0.010). Management which has
limited knowledge about rightsizing naturally do not try to take measurements for removing the negative
impacts of workforce reductions on employees and finally “downsizing syndrome” on employees accelerate.

At the significance level of 0.05, there is a positive linear relationship between the knowledge level of firms
about rightsizing and workforce reduction (1:0.252,, p:0.011). As a response to crisis, companies immediately
focus on cutting costs and try to maintain or achieve specific levels of profitability. One of the first places
companies look to make cuts is people-related expenses. Reducing headcount seems like an easy and obvious
way to save on costs. Rather than approaching human resources as a strategic source of the company to cope
with and exceed crisis, it is viewed as a cost item that should be diminished immediately. Rather than putting
the right people in the right roles at the right time, reducing expenses in narrow sense is aimed.
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ABSTRACT

There were many cases in corporate turnaround that had seen the influence of government assistance in
influencing the process of recuperating ailing firms. However to what extent such assistance positively
influenced the outcome of turnaround result are still lacking in the literature. The objective of this paper is to
investigate the moderating effect of government assistance towards the improvement of business performance
of turnaround companies. Analysis of logistic regression was used to investigate the effect of retrenchment
and product-market refocusing strategy and the combination effect of government assistance as a moderator
towards the improvement of business performance of turnaround firms. The sample consists of 135 exporter-
manufacturing companies listed in the Exporter Directory of the Province of North Sumatra. The study found
partial support in the moderating effects of government assistance and firm size and their influence in the
relationship between strategy and successful turnaround. The study also found that Product-Market
refocusing is one of the important strategies to be implemented during turnaround.

INTRODUCTION

The recent economic crisis of 2008, which swept many of major industrial nations, saw one major shift in
government policies towards ailing businesses. The conviction held especially by liberal economy, which
dictates that the government interference should be limited in the business world, has been changed
dramatically by the act of giving financial assistance in the effort to rescue ailing businesses, especially big
companies. Though as literature would later show that government assistance has been there in rescuing
troubled companies, this recent recession is perhaps the only one after many decades whereby such assistance
massively came in hundreds of billion dollars of rescue package. Before the economic crisis of 2008,
government assistance though arguably to be quite limited, was present in many cases of turnaround
companies. There were many cases in the literature of corporate turnaround that showed the government
taking part in the resuscitation of ailing companies especially if the company was considered to be an
important asset to the nation. However, to what extent such assistance truly helped in revitalizing turnaround
companies were found to be quite scant in terms of statistical reference.

This paper focuses on the effect of government assistance as a confounding factor and its influence on
turnaround strategies towards the improvement of business performance of turnaround companies. The effect
of company size, which also suspected to have certain moderating effect on strategy and performance, also
will be considered in the study as a control variable. This paper begins with discussions on the theoretical
background underlying the selection of turnaround strategies. Then several turnaround strategies commonly
adopted by troubled companies will be discussed along with cases of corporate turnaround in which
government assistance were present. Several hypotheses were developed in regards to the predictor as well as
moderating variable in the study, in which the theoretical framework were based upon. It will then proceed
with the section on research design, in which detail explanation on sampling, data collection and analytical
procedure will be discussed. The research findings, implication and limitation will be presented in the final
section of the paper.
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LITERATURE REVIEW

Factors contributing to successful corporate turnaround have been one of the most attracting subjects in the
strategic management field. Both researchers and practitioners have strived to further the knowledge
boundary of the subject every time the occasion presented itself, which usually comes during economic
recession. As literature would later show that certain strategies such as retrenchment, cost reduction or
downsizing were among popular strategies adopted by these companies. One of the reasons that these
strategies were widely adopted by ailing business was perhaps better explained by survival-based theory.
This theory argued that in order to survive, organization had to deploy strategies that should be focused on
running very efficient operation and can respond rapidly to the ever-changing environment (see e.g. Lynch,
2003).

However, in reality, not all of these troubled companies which adopted this kind of strategies managed to
successfully turnaround. As Slatter (1984) argued, only one out of four troubled companies managed to
successfully turnaround itself. The lack of explanation provided by survival-based theory, open up
possibilities for other theory of strategic management to lend itself in explaining the behavior of turnaround
companies. Contingency theory as one of the most influential theories applied in strategy and organizational
studies (Hofer, 1975; Schoonhoven, 1981; Tosi and Slocum, 1984) and one of which is widely adopted in
strategic management (Miner, 1984), is one of the proposed candidate. The suspected moderating effect of
some undefined factors which influence the outcome of turnaround effort is well within the boundary of
contingency theory to explain.

Literature in the field of corporate turnaround in regards to strategy has been quite well developed for the last
three to four decades. Since the earliest publication on the subject, published by Schendel & Patton (1976),
literature has been well developed to argue that turnaround companies would resort to certain types of
turnaround strategies, namely: debt restructuring, operating-turnaround strategy, strategic-portfolio
restructuring strategy, and product-market refocusing strategy (Gilson 1989, 1990; Hofer, 1980; Tvorik,
Boissoneau & Pearson, 1998; Slatter, 1984; Sudarsanam & Lai, 2001; Chowdury, 2002; Barker Il &
Duhaime, 1997; Chowdury & Lang, 1996; Gadies, et al., 2003; Hambrick & Schecter, 1983; O’Neill, 1986;
Slatter & Lovett, 1999, and others). Although different scholar provided different technical term to these
strategies, but basically they are all more or less the same. And although some scholar (see for e.g. Pandit,
2000) still question the rigorousness of such research on strategies of turnaround companies, these strategies
nevertheless were being practiced generally by many ailing companies.

Aside from strategy, there are other non-strategy factors which influence performance of turnaround
companies, or somewhat influence strategy — performance relationship of turnaround companies. Different
business practices between Western and Asian companies for example, were argued by Bruton, Ahlstrom &
Wan (2003) as giving different effect on the turnaround effort of Asian companies, which gained much
support from other fellow researchers (see for e.g. Fisher, Lee & Johns, 2004; Bruton, Ahlstrom & Wan,
2001). Therefore it would be quite interesting to seek out other differences which exist or being practiced by
turnaround companies in other parts of the world, especially in South East Asia. For the purpose of this
study, two strategy-related factors and two non-strategy related factors, which will be treated as confounding
factor, will be examined in the effort to further explain their influence on the improvement of performance of
turnaround companies.

The Factor of Operational-Efficiency Strategies

Early scholars in the field referred to this strategy as retrenchment strategy, which arguably is among the first
sets of strategies to be implemented by troubled firms (Robbins & Pearce, 1992; Hofer, 1980). Literature on
the field of corporate turnaround has found considerable support in the role of operational-efficiency strategy
in revitalizing ailing companies (Robbins & Pearce II, 1992; Chowdury & Lang, 1996; Bruton & Rubanik,
1997; Umbreit, 1996; Vaz, 1996; Tvorik, Boissoneau & Pearson, 1998; Balgobin & Pandit, 2001). However
there were several other researchers who found conflicting results in this particular role of operational-
efficiency strategy (Barker III & Mone, 1994; Castrogiovanni & Bruton, 2000; Arogyaswamy & Masoud,
1997). This strategy which is usually implemented to address operational (inefficiency) problems of troubled
companies was usually aimed to improve short-term performance focusing on operational measures in the
effort to gain efficiency and improving margin by reducing direct cost and slimming overheads in line with
volume (Tvorik, Boissoneau & Pearson, 1998; Hofer, 1980; Slatter, 1984; Chowdury, 2002). This strategy
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usually involves taking actions to improve operational cash flow and restore profitability by pursuing strict
cost and operating-asset reduction (Sudarsanam & Lai, 2001).

Turnaround Company usually pursues cost reduction through retrenchment of workers, pay cuts, reducing
cost of materials and also overheads, though the first two are the most commonly mentioned. Scholars found
conflicting evidence in the role of cost reduction to improve business performance. Many scholars found
significant role of cost reduction in turning around ailing companies (Robbins & Pearce II, 1992; Chowdury
& Lang, 1996; Bruton & Rubanik, 1997; Umbreit, 1996; Vaz, 1996; Tvorik, Boissoneau & Pearson, 1998;
Balgobin & Pandit, 2001), though some others found the role was a bit vague (Barker III & Mone, 1994;
Castrogiovanni & Bruton, 2000; Fisher, Lee & Johns, 2004). Arogyaswamy & Masoud (1997) found that
retrenchment of workforce and pay cuts were both done by successfully and non-successfully turnaround
firms, whereby some firms even successfully turnaround without retrenching their workers. Bruton, Ahlstrom
& Wan (2001) also argued that the ability to retrench is somewhat limited in East Asia, although in their
subsequent research in 2003 (Bruton, Ahlstrom & Wan, 2003), they argued that in the case that retrenchment
occurred, it did improved performance. In practice, the role of cost reduction in improving business
performance is widely accepted by turnaround firms. Cases of turnaround, such as IBM (Slatter & Lovett,
1999), National Steel Corporation ( Tsurumi & Tsurumi, 1997), Mark & Spencer (Merriden, 2000) were all
involved in cost reduction.

Operating-asset reduction was also deemed to be one of the measures taken during turnaround (Slatter, 1984;
Goddard, 1993; Goldstein, 1995; Ganto & Sulaiman, 2005). This action usually involves selling-off less than
full capacity of operating units such as plant or machinery, selling-off idle assets such as warehouses, office
building, vehicles, and even short-term assets such as inventory and receivables (Sudarsanam & Lai, 2001,
Barker III & Mone, 1994; Pearce II & Robbins, 1994; Chowdury & Lang, 1996; Castrogiovanni & Bruton,
2000; Bruton, Ahlstrom & Wan, 2003; Fisher, Lee & Johns, 2004).This action were usually adopted to
provide fast cash in a badly-needed cash-flow situation experienced by many turnaround companies, while at
the same time getting rid of unused surplus of assets, enhancing efficiency at the operational level and
improving asset utilization. Based on these arguments, operational-efficiency strategy which aimed to
improve short-term performance by gaining efficiency was argued to have a direct influence on performance
of company seeking turnaround, which leads us to the first hypothesis.

HI: There is a positive relationship between operational-efficiency strategies and successful turnaround
companies

The Factor of Product-Market Refocusing

The strategy of product-market refocusing, was categorized by early scholars of corporate turnaround as part
of recovery strategies (Schendel et al., 1976), growth strategy (O’Neill, 1986), revenue-generating strategy
(Slatter, 1984), or as part of entrepreneurial turnaround strategy (Hambrick & Schecter, 1983). However, it
was Slatter (1984) who first surfaced this strategy as one among its generic turnaround strategies and
differentiated it with other recovery strategies, which include strategy of improved marketing, product-
market changes and growth through acquisition. In his later writings with Lovett (Slatter & Lovett, 1999),
they combined these strategies under product-market refocusing, which include addition/ deletion of product
lines, addition/ deletion of customers, changes in sales mix, complete withdrawal from a market segment, and
entering into a new product-market segment. Product-market refocusing strategies were widely supported as
the instrument of growth in the literature of corporate turnaround (Kow, 2004), especially as the decline
deepens (Chowdury, 2002). Chowdury (2002) explained that this strategy has two opposite directions, which
is contraction and expansion of existing product/ market niches. Contractions happen when a firm withdraws
form unprofitable products, services and market segments. While expansion happens when a firm develops or
acquires attractive businesses in the interest of profitability and growth. And this contractions and expansions
could be complementary or mutually exclusive. Basically this strategy can be divided into two mainstreams,
which is: product refocusing and market refocusing.

Product-market refocusing strategy were found to be quite popular strategies adopted among troubled firms
in Malaysia (Siti Maimon, 1999) and Indonesia (Ganto & Sulaiman, 2005) after the financial crisis of 1998.
Product refocusing through new product development and deletion of unprofitable product lines were
practiced among troubled companies. There were cases in which careful new product development managed
to bring the company out of the crisis, such as Fiat for example (Edmondson, et al. 2002). Market refocusing
also found considerable support in the literature of corporate turnaround, though Harker (2001) argued it was
still quite limited. Some of the scholars even argued that there were several aspect of marketing which
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differentiate between failed and successful turnaround companies (Harker & Harker, 1998), such as careful
selection of potential market and close relationship with customers (Cunnington, 1996). Bausch & Lomb and
also Micron, a Russian microchip manufacturer, were few of many cases in which turnaround companies
resorted to this kind of strategy to pull themselves out of trouble (Roger, Pace & Wilson, 2002; Bruton &
Rubanik, 1997). Based on these discussions, the second hypothesis is postulated

H2: There is a positive relationship between product-market refocusing strategy and successful turnaround
companies

The Factor of Government Assistance

There is no doubt that government has major influences on corporate life. They influence corporate through
taxes, regulations and even sometimes in terms of business policy. In the aspect of turnaround, government
was found to be helpful in some cases of government-related turnaround effort such as in the case of
Lockheed Corporation (Bibeault, 1982). Another case of example was Chrysler Corp., which were helped by
U.S. Federal Government by lending the company a total of US$ 1.5 billion rescue package (Chowdury,
2002). In the wake of 2008 economic crisis, cases like this was found to be quite common. Aside from giving
help, in certain cases of turnaround, government was found to be the reason for corporate decline, such as
through budget cuts (Rose, 2003), or through tight monetary policy which shrink government spending
nature. In some other cases, government might also influence the process of turnaround itself, such as the
turnaround of Bethlehem Steel Corp. (Arndt, 2002) and Malaysian Airline System (Jayasankaran, 1999).

The role that government took when they decided to give assistance in the turnaround process was also found
to be quite diverse. Many cases of government assistance came in the form of financial backup, such as the
turnaround of Rover (Whitehead, 1999). Another type of assistance came in some form of mutual fund,
which will be used to facilitate the debt and financial difficulties experienced by these troubled companies
(see for e.g. Wilks, 2002; Taylor, 1999). This is the type of assistance which are being used by many
Southeast Asian countries during the economic recession of 1998, and also recently being used by industrial
nation which were being hit by recent crisis. And sometimes government also influenced the turnaround
process by supervising the process itself, such as in the case of turnaround at Daewoo (Lee, 1999) and
Malaysian Airline System (Jayasankaran, 1999). Even in some cases, government influenced the market side
of turnaround by giving government contracts, such as in the turnaround of AMS (Mullich, 1998). These
discussions on the government influence, whether direct or indirect, arguably have some effect on the
turnaround process, which lead us to the third hypothesis.

H3: The factor of government assistance shall moderate the relationship between strategy and successful
turnaround companies.

RESEARCH DESIGN

Financially distressed firms are defined as companies who experienced a two-year of simultaneous decline in
net income and Return on Asset (ROA) between the period of 2000 and 2005. These two measures of
performance were previously used by Bruton, Oviatt & White (1994), Castrogiovanni & Bruton (2000) and
Fisher, Lee & Johns (2004) in their study. Successful Turnaround Company is defined as companies who
experienced a stable increase of profit (net income) and ROA between 2005 and 2007. The sampling frame in
this study consists of manufacturing companies listed in the Exporter Directory of North Sumatera Province.
From the total of 281 manufacturing companies listed in the directory, 179 falls into financially-distressed
category, in which only 135 were included in the study. From the total of 135 companies, 87 companies fall
into the category of successful turnaround, while the other 48 is classified as non-turnaround. Data was
collected from February — August 2009 by personal interview, in which the respondents were asked to fill up
the self administered questionnaire.

Question items which were developed to measure the variables were adapted from the items developed by
Barker III & Barr (2002). This study also develops additional question items to strengthen the measures of
strategies and also to measure government assistance as new variable. Three managing directors who were
involved in a workshop held by local government were invited to discuss and develop the additional question
items. Then another eight managing directors who attended the same workshop were given the items to check
its face validity in accordance to the technique developed by Zaichkowsky (1985) and Obermiller &
Spangenberger (1998). The results are the final question items which were distributed to the respondents
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during data collection period. Since the question item was developed in native language, the validity and
reliability of the question items has to be re-check. Exploratory Factor Analysis which was used to check the
convergent validity of the items produced satisfactory result except for one item from Cost Reduction and
another one from Market Refocusing, which both produced communality below .5. These items were
excluded from further analysis. Reliability test for each variable is also quite satisfying with the score of
Cronbach’s Alpha well above .7 (Hair, et.al., 2005).

Scholars have shown that firm size has been somewhat associated with successful turnaround (Bruton,
Ahlstrom & Wan, 2003; Bruton, Oviatt & White, 1994; Pant, 1991). Firm size has also been research quite
rigorously in the context of contingency approach (see e.g. Donaldson, 2001; Child, 1975). Therefore it was
considered to be quite important to investigate the effect of firm size in the study as control variable.
However since the exact and reliable figure of total asset of companies in the study was difficult to obtain,
the study will use the classification given by the local government as a measure of firm size. For the purpose
of measuring the firm size, the companies in the study were divided into three categories: (1) Companies with
asset less than Rp. 2 billion, (2) Companies with asset between Rp 2 to 10 billion, (3) Companies with asset
more than Rp. 10 billion. Dummy coding was used in the analysis, in which group (1) was considered as the
reference group.

RESULTS AND DISCUSSIONS

Test for linearity of the logit as suggested by Tabachnick & Fiddel (2007) showed no serious violations of the
assumptions. Test for multicollinearity among predictors also showed no serious violation of the assumption
of collinearity, with VIF score below 3.6. The analyses of binary logistic regression were performed in
number of steps. First, each bivariate association between Size, Operational Efficiency Strategy (OEF),
Product-Market Refocusing Strategy (PMR) and Government Assistance (GA) as predictor variables and
turnaround success as the DV were examined in Model 1. Then each moderating variable will be paired up
with each predictor variable to check the improvement of the model. And finally interaction term will be
introduced with each model to check for the significance of the interaction. Mean centering was applied to all
predictor variables prior creating the interaction term.

Table 1 shows the bivariate relationship between each predictor variable and turnaround success. Product-
Market refocusing strategy has the biggest effect in improving the odds of turnaround success (33 times more
likely than non-turnaround), while government assistance also shows significant influence on the odd ratio of
turnaround success. Although Size and OES does not produce significant results (p > .05), Hosmer &
Lemeshow (2000 : 95) argued that any variable with p value less than .25 still can be considered as a
candidate in multivariable model. Therefore Size and OES will still be considered in further analysis.

Table 1. Result of Logistic Regression on Model 1.

Variable -2LL Omnibus Test NR-2 B Wald | Sig. OR CI Prediction

Chi-2 df | Sig. Accuracy
Constant Only 175721 64.4
Size - 1 171.956 3.765 2 0152 0038 | 0965 3223 [ 0073 | 2625 915-7.529 64.4
Size - 2 0.228 0.275 0.6 1.256 536 - 2.947 64.4
QES3 173743 1.978 1 [ 016 002 | -0653 1928 [ 0165 [ 0352 207 -1.309 64.4
PME 127265 | 448456 | 1 | <001 | 0414 [ 3519 3016 [ <001 [ 33763 |9615-118554) 741
G& 156.2 19.521 1 [<001]| 0.185 1.64 16290 | <001 [ 5.157 |2.325-11.439 69.6

The result of logistic regression analysis involving higher order interaction term is shown on Table 2 below.
The analysis involves comparing higher order interaction with lower order components of the higher order
model to see whether the inclusion of single variable can significantly improve the model, which is in
someway similar to hierarchical regression analysis. Hosmer & Lemeshow (2000) argued that computation of
moderating variable in logistic regression is always in the form of hierarchical analysis, in which significance
of the interaction term should always be checked prior interpretation of the result.

Test of Hypotheses

Hypothesis 1: There is a positive relationship between operational-efficiency strategies and successful
turnaround companies
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Hypothesis 1(a): Firm size moderates the relationship between operational-efficiency strategies and
turnaround success

Hypothesis 1(b): Government Assistance moderates the relationship between operational-efficiency
strategies and turnaround success

A direct bivariate relationship between OES and turnaround success, which is reported at Table 1, shows that
OES does not produce significant influence towards turnaround success (p: .165). The interaction between
firm size and OES shown under Model 2 in Table 2, also shows that the effect carried by Size is not
significant enough to have moderated the relationship between EOS and turnaround success. In this case, it is
fair enough to say that the evidence does not warrant sufficient justification to reject H1(a). This finding is in
agreement with the findings of some scholars in the literature which found insufficient support of this
strategy positively influence turnaround success (Bruton, Ahlstrom & Wan, 2001; Arogyaswamy &
Massoud, 1997). One of the logical explanation on this fact is perhaps this strategy was pursued by
turnaround as well as non-turnaround companies.

Table 2. Results from Logistic regression for Model 2 - 5

Variable -2LL Omnibus Test NR-2 | Prediction Odds Ratio
Chi-2 | df | Sig. Accuracy | Model 2 Model 3 Model 4 Model 5
Constant Only 175721 64.4
Size - 1 171.956 3.765 2 | 0152 | 0038 64.4 1.699 0.418
Size - 2 64.4 2356 2248
QES 173.743 1.978 1 [ 016 0.02 64.4
PMER 127265 | 448456 | 1 [ <001 | 0414 74.1
Ga 156.2 19.521 1 [<001] 0.185 69.6 11* 0.664
QES 168.483 3473 1 [0062 | 0072 62.2 1.03
OES (BIZE -1) 167 256 1.227 2 | 03541 | 0083 63 0.266
QES (SIZE -2) 0.134
PME 114.179 57977 1 [<001] 0.503 815 4.348
PMR (SIZE -1) 104.88 9.209 2 | 001 | D561 83 564.165%
PME (SIZE -2) 7.299
QES 146.935 9.265 1 (0002 ] 0264 74.1 0.001*
QES (G&) 141 687 5.248 1 [0022 | 0.306 733 16.05%*
PMER 126.283 29917 1 [<001]| 0421 74.1 71.97*
PMER (G&) 124.89 1.393 1 [0.238 | 0431 74.8 5.468

The moderating effect of Government Assistance (GA) on OES and turnaround success, which is shown in
Model 3 in Table 2, produced quite significant result. In the presence of GA, the influence of OES toward
turnaround success has somewhat improved. The EOS’ odd ratio of .001 is the conditioned coefficient which
reflects the changes of OES when GA equals to zero. While the odd ratio of product term (16.05), shows the
factor multiplier by which the multiplying factor of OES changes given a unit increase in GA. Therefore,
there is enough evidence to argue that Government assistance did influence the relationship between OES
and turnaround success (H1b is accepted).

Hypothesis 2: There is a positive relationship between product-market refocusing strategies and
successful turnaround companies

Hypothesis 2(a): Firm size moderates the relationship between product-market refocusing strategies and
turnaround success

Hypothesis 2(b): Government Assistance moderates the relationship between product-market refocusing
strategies and turnaround success

Result of logistic regression analysis presented in Table 1, shows that PMR is the single most important
predictor in the model. When entered into the equation model, the variable single handedly improves the
prediction of turnaround success to 74.1%. With an odd ratio of 33.76, the presence of this variable in
turnaround improves the probability of achieving turnaround success by as much as 33 times. Therefore it
can be argued that PMR has a direct influence on turnaround success, which in this case, hypothesis H2 is
accepted.

The effect of firm size on the relationship between PMR and turnaround success is reported in Model 3 at

Table2. The statistical result shows that Size somewhat moderate this relationship, especially in the case of
large companies (Size-1). PMR (Size-1) odd ratio of 564, shows by what “times” the multiplying factor of

42



PMR would have change in the case of one unit change of Size. This is particularly quite true for large
companies, as they have lots of resources and access to many markets, which they can fully use to their
extent in order to revitalize their company. Therefore, hypothesis H2(a) is accepted, stating that Size do
moderate the relationship between PMR and turnaround success. These finding is also in agreement with the
findings of some scholars in the subject (Bruton, Ahlstrom & Wan, 2003; Bruton, Oviatt & White, 1994;
Pant, 1991).

The moderating effect of Government Assistance in the relationship between PMR and turnaround success
seems quite weak to be supported. The result on Model 5 in Table 2, shows that the model is not significantly
different from the lower order model, which means that the introduction of the product term into the model is
not significant. This might explain that Government (at least in the sample of study) does not assist much in
the product or marketing section of turnaround companies, though this argument is still debatable. The
statistical finding of data analysis failed to support sufficient evidence to accept hypothesis 2(b).

CONCLUSION

This study has attempted to see the moderating effect of Government Assistance in the relationship between
Strategies and Turnaround Success. Firm Size was also considered as control variable in the analysis. The
result shows that PMR has a direct and strong influence on turnaround success. The moderating variable of
size and government assistance in this study was found to be partially supported. Firm size was found to
moderate the relationship between PMR and turnaround success, while Government assistance moderates the
relationship between OES and turnaround success. As with other study using logistic regression, the
application of the study findings outside the sample should be carefully considered since normality was not
universally assumed in logistic regression. This study is considered to be a mere step in the much-
undisclosed world of corporate turnaround, especially in the aspect of government assistance in revitalizing
troubled companies.
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ABSTRACT

During the last era in business strategy area, some theoretical and empiric studies were made about the role
of culture on adopting strategies. These studies are mostly based on Miles and Snow’s strategy typology and
Hofstede’s value groups. While in some of these works, culture is found as an important factor with other
different factors on strategy formulation and adoption, some works defends that culture has a limited effect.
The perspective of these works were based on the relationship between strategy and national culture or
business culture and because of this difference, they have reached different results.

This study assumes that, “cultural values of business owners or leaders” effects “strategic orientation” and
“the perception difference of crisis as opportunities or threats” and also their “strategic behavior in the
condition of crisis”. As he said, Hofstede’s uncertainty of avoidance scale is for multicultural researches, we
preferred Voich’s “Uncertainty Avoidance” scale for focusing individuals. We also used Rotter’s
“Internal/External Orientation” which is used by Trompenaars on the management area, are taken as
dimensions of cultural values. Miles and Snow’s strategy typology (prospector, analyzer and defender) is
taken as dimensions of strategic orientation. We strongly assume that if the uncertainty avoidance of business
owners or leaders is high and they are external oriented, they will perceive the condition of crisis as a threats
because of its uncertain nature, and also they will choose defensive strategies (decreasing the costs,
economizing, strengthening the cash flow, staying stabilized in the market, etc.). If the uncertainty avoidance
of business owners or leaders is low and they are internal oriented, they will perceive the condition of crisis
as an opportunity and also they will choose proactive strategies (making investment, increasing the market
share, penetration into new markets, etc.).

On this study, first of all, we made a literature review about culture and strategy relationship. The hypothesis
about the relationship between cultural values of “Uncertainty Avoidance” and “Internal/External
Orientation and strategic behavior is formed from the theoretical and empiric studies on this area. This
hypothesis is be tested on the small enterprises of Istanbul Chamber of Industry.

Keywords: Cultural values, strategic orientation, crisis management, uncertainty avoidance, internal
orientation, external orientation

LITERATURE REVIEW

There are lots of typologies about the concept of strategic orientation in the strategic management literature.
But two of these typologies are accepted as milestones: Miles and Snow’s typology (prospector, analyzer,
defender, reactor) (Miles and Snow, 1978) and Porter’s typology (cost leadership, differentiation, focus)
(Porter, 1980). Just like Vankatraman’s approach to Miles and Snow’s typology with 6 dimensions
(aggressiveness, analysis, defensiveness, futurity, proactiveness, riskiness)(Vankatraman, 1989) there had
been lots of studies about these typologies. Some of the studies about strategic orientation researched the
relationship between strategic orientation and performance (Morgan and Strong, 2003; Kaya ve Seyrek,
2005; Sanchez and Marin, 2005; Pleshko,2006; Pleshko and Nickerson, 2008; Azhar,2008)., and some of
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them researched the factors that effects the forming of strategic orientation (Zhou and Li, 2007). The basic
factors that effect the strategic orientation are environmental factors (market turbulence and technology
turbulence), organizational factors (organizational structure, organizational culture and leadership) and
institutional factors (government interference and corporate governance) (Zhou and Li, 2007).

The effect of organizational factors on strategic orientation is researched in the base of structure-strategic
orientation (Lin and Germain,2003) and organizational culture — strategic orientation (Muafi, 2009; Fang and
Wang, 2006) relationship. Beside these, although there had been lots of studies about the role of leader on
success of strategic decisions, there is no research about the relationship between the leaders cultural values
and strategic orientation.

The studies about the effect of culture are mostly about the national culture, management styles and
organizational practices (Mueller and Thomas, 2000, Dong and Glaister, 2007; Wennekers at al, 2007;).,
especially after Hofstede’s work, “Culture’s Consequences” (Hofstede, 1980). The studies about the business
strategies and culture can be divided into two groups: The studies that find a weak relationship (Singh, 2007)
or no relationship (Meyer,2007) between national culture and strategy, the studies that finds big relationship
between business culture and strategy (Muafi, 2001;Fang ve Wang, 2006).

Individuals in a society have different cultural values, these cultural values are the causes of attitudes and
behaviors of individuals. On this study, it will be researched that; if the business owners’ or leaders’ cultural
values and their strategic orientations have a relationship or not.

Hofstede defines culture as “collective programming of mind which distinguishes the members of one group
category of people from another” (Hofstede, 2007). This collective programming form by the struggle of a
group with the threats that comes from three sources (human-nature, living together, life-death). (Hofstede,
1984) Schein defines culture as “the way in which a group of people solves problems”. (Schein,1985). For
enterprises, Shine attracts attention for a vital problem: The relationship between enterprise and environment.
The problem has two sides: One is seeing the real problem and the other is way of solving this problem. Both
are about the strategic orientation factor and we can say that the selection process of this factor depends the
owner’s or leader’s uncertainty avoidance and internal-external oriented cultural values.

Uncertainty avoidance is “the extent to which the members of a culture feel threatened by uncertain or
unknown situation” (Hofstede, 1991:113). Uncertainty avoidance should not be confused with risk
avoidance. There must be a strong relationship between uncertainty avoidance and strategic orientation as we
told above. If the owner’s or leader’s uncertainty of avoidance is high, it’s expected that they will keep away
from the uncertain and risky strategies like prospector, innovator, future oriented, and if the owner’s or
leader’s uncertainty of avoidance is low, it will be just the opposite.

The cultural value dimension of locus of control can be defined as the response style of a person to his
circumstances, with other words, tendency to agree the environment’s treatment (external orientation) or
dominating the circumstances (internal orientation) (Trompenaars, 1994). It’s strongly expected that, internal
oriented leaders or owners choose prospector, innovator and future oriented strategy because of their problem
solving style; and external oriented leaders or owners tend to choose defender and analyzer strategies.

H1: If the uncertainty avoidance of business owners or leaders is high, they will perceive the condition of
crisis as threats and they will choose defensive strategies.

The concept of uncertainty avoidance has got similarities with risk avoidance. Risk is often expressed as a
percentage of probability that a particular event may happen (Hofstede, 1991:113). Beyond this definition,
risk is a negative attitude to the possible loses in the real life (Forlani, Parthasarathy and Keaveney, 2008). It
can be considered as a cultural characteristic that is defined as uncertainty based mood of loss (Williams and
Voon, 1999), (Williams and Narendran, 1999). The manners of individuals about the risk have two
dimensions. One is the perception of risk, and the other is risk propensity. Risk propensity is individual’s
current tendency to take or avoid risks (Williams, Zainuba ve Jackson, 2008). Risk propensity is the outcome
of the individual’s perception of risk (Stkin ve Weingart, 1995). Some people’s willingness and
unwillingness about taking risks is explained by risk propensity. As we think about the uncertainty avoidance
with risk propensity, we see that it consists of two dimensions. One is uncertainties that come from the social
relations and its solutions. In management literature, this dimension’s effects appear with managers’ or
leaders’ solutions, rules and procedures. Business owners or leaders see rules and procedures as tools for
making business. It can be called as being normative. The second is environmental based uncertainty, and its
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causes of loss. It can be called as being deliberate. So, uncertainty avoidance will bring the defensive
strategies because of the perception of possible loss based on uncertainty. And also;

Hla: If the business owners or leaders is more normative, they will perceive the condition of crisis as threats
and they will choose defensive strategies.

H1b: If the business owners or leaders is more deliberate, they will perceive the condition of crisis as threats
and they will choose defensive strategies.

H2: If the business owners or leaders risk propensity is low, they will perceive the condition of crisis as
threats and they will choose defensive strategies.

The internally oriented business owners or leaders are expected to choose prospector, innovator, and future
oriented strategies, the externally oriented business owners and leaders are expected to choose defensive
strategies.

H3: If the business owners or leaders are external oriented, they will perceive the condition of crisis as threats
and they will choose defensive strategies.

METHODOLOGY

The type of the research is hypothetic research. Data collection method is survey. Sample selection method is
coincidental. Our only limitation is about the number of workers. We decided to limit this number with 250
workers, because of the possible strategy formation differences in institutional and big-scaled enterprises.
The universe of this work consists of the small-scaled enterprises in the list of Istanbul Chamber of Industry
that means approximately 6000 members. Our basic assumption is that strategy process starts from the top,
and it’s obvious to be like that in small-scaled companies. We made face-to-face survey as much as we can,
but we’ll also used mail and telephone survey for reaching maximum participation.

Measures

We used the scale of Voich for uncertainty avoidance, the scale of Rotter for locus of control
(internal/external orientation), and the scale of Chew for risk propensity (risk liking).

We developed a scale with 11 items for strategic behavior in condition of crisis based on the crisis and
strategic behavior literature. The content of the questions is discussed below. We also asked the strategy of
their company to the participators that is based of Miles and Snow that has been corrected and adapted by
(Zahra ve Pearce, 1990) for strategic orientation.

Table 1: Measures Used in Research

MEASURE DEVELOPERS ITEM NUMBER
UNCERTAINTY AVOIDENCE Voich, (1995) 5
RISK LIKING Chew, (1996) 8
LOCUS OF CONTROL Rotter, (1966) 29
STRATEGIC BEHAVIOR IN Original Measure (2010) 11
CONDITION OF CRISIS

The survey prepared for the research has 75 questions. As seen at Table 1, measure of uncertainty avoidance
(Voich, 1995) with 5 items, measure of risk liking (Chew, 1996) with 8 items, measure of locus of control
scale (Rotter,1966) with 29 items and measure of strategic behavior in condition of crisis (Original Measure,
2010) with 11 items are used in the survey. There is also 1 control question about the participants’
contribution to firm’s strategy, 3 questions about the strategy type, 8 questions about the firm’s perceived
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performance, 1 question about firm size, 1 question about the sector of the firm, and 8 questions about the
demographics. Likert Scale-5 is used in all questions except Rotter’s scale which uses 1 and 0 grading
method. (Locus of Control Total Point=0 Internal Oriented, Locus of Control Total Point=23 External
Oriented, 6 questions are dummy questions).

We used factor analysis to determine the dimensions of the measures. We also made K-S test for normal
distribution and Cronbach Alpha test for reliability. Correlation and Regression tests are made with SPSS
17.0 to measure the power of our hypothesis.

Before testing the main hypothesis, we looked at the descriptive statistics and the correlation between firm
size, firm strategy, performance and the factors in the model. Then, we made a multi regression test for
measuring the effect of the independent variables (Uncertainty Avoidance, Risk Propensity, Locus of
Control) on dependent variable (Strategic Behavior in Condition of Crisis). Then we looked at the effect of
Strategic Behavior in Condition of Crisis on Firm Performance and formed the model.

Factor Analysis and Reliabilities

We made expletory factor analysis for establishing the sub dimensions of measures. All factors have passed
the KMO Measure of Sampling Adequacy and Bartlett test of Sphericity which means that our data set is
appropriate for factor analyses (Table 2). Principal components and varimax method are used in analysis. For
all measures, items which have factor weight below 0,50; unique items in a factor; items with close factor
weights are leaved out of evaluation. After this processes, factors which have initial eigenvalues over 1,00
and Cronbach Alpha over 0,65 are:

2 factors in Uncertainty Avoidance Measure (Cumulative Extraction Sums= %79,611) which can be called as
“Normative” (Cronbach Alpha=0,787) and “Being Deliberate” (Cronbach Alpha=0,679).

1 factor in Risk Propensity Measure (Cronbach Alpha=0,780)

3 factors in Strategic Behavior in Condition of Crisis Measure (Cumulative Extraction Sums= %70,214)
which can be called as “Stop Seeking Opportunities” (Cronbach Alpha=0,747), “Financial Discipline”
(Cronbach Alpha=0,674), and “Stability” (Cronbach Alpha=0,668).

Also questions about firm performance are collected under two dimensions: Concrete Performance and
Abstract Performance. The first factor of performance consists of sales, financial performance, profitability
and market share items which can be called as concrete performance criterions; and the second factor of
performance consists of reaching goals, handling difficulties, HR quality and meeting expectations items
which can be called as abstract performance criterions. Locus of Control is a grading measure and is not
adequate for factor analysis.

Table 2: The Results of Factor and Reliability Analysis

RELIABILITY
FACTOR FACTOR ANALYSIS
FACTOR NAME ITEMS LOADINGS EXTRACTION (%) (CRONBACH
ALPHA)
UNCERTAINTY Importance of rules and regulations 912 52,78 ,787
AVOIDANCE —
NORMATIVE Importance of job requirements and 878
instructions

UNCERTAINTY Being deliberate for possible problems ,867 26,83 0,68
AVOIDANCE —
BEING DELIBERATE Being contented with certain situation J711

TOTAL | 79,611
Kaizer Meyer Olkin Measure of Sampling Adequacy | 0,596
Bartlett Test of Sphericity Chi-Square | 62,207

df | 6
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Sig. | 0
RISK LIKING Nothing is compared with value of my life | ,829 53,97 0,78
(reverse)
(RISK PROPENSITY)
Having fun with uncertainty and risk of
failure. ,803
Life is taking risks.
Respect for risk takers. ,758
Addicted to the excitement of danger and ,647
uncertainty.
,611
TOTAL | 53,968
Kaizer Meyer Olkin Measure of Sampling Adequacy | 0,756
Bartlett Test of Sphericity Chi-Square | 88,814
df | 10
Sig. | 0
STRATEGIC Seeking for new markets in condition of 0,864 33,45 0,747
BEHAVIOR IN crisis (reverse)
CONDITION OF
CRISIS - STOP Seeking for new customers in condition of
SEEKING crisis (reverse) 0,829
OPPORTUNITIES
Experiencing crisis as an opportunity for
growth (reverse)
0,739
STRATEGIC Decreasing the labor costs in condition of 0,771 21,82 0,674
BEHAVIOR IN crisis
CONDITION OF
CRISIS - FINANCIAL Decreasing the stock in condition of crisis
DISCIPLINE 0,765
Importance of economization in condition
of crisis 0,733
STRATEGIC Stopping investments in condition of crisis | 0,889 11,88 0,668
BEHAVIOR IN
CONDITION OF Tried to be stable in condition of crisis 0,778
CRISIS - STABILITY
TOTAL | 67,139
Kaizer Meyer Olkin Measure of Sampling Adequacy | ,701
Bartlett Test of Sphericity Chi-Square | 163,260
df | 36
Sig. | 0

When we look at the descriptive statistics at Table 3, we can see that during the crisis, firm owners/leaders
prefer the financial discipline (M=3,89) and stability (M=3,68) for defensive strategies. We can also say that
firm owners/leaders are very normative (M=4,27), but they have low risk propensity (M=2,64) and they are
mostly internal oriented. (M=7,21; O=internal oriented, 23=external oriented)
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Table3: Descriptive Statistics

Factor N Mean St. Dev.
Stop Seeking Opp. 65 2,4718 1,09432
Financial Discip. 65 3,8872 ,99001
Stability 65 3,6846 1,06642
Being Deliberate 65 3,7231 1,03468
Normative 65 42769 ,89281
Risk Propensity 65 2,6444 ,82340
Locus of Control 65 7,2154 4,3499
Abstract Performance 65 3,5117 ,71190
Concrete Performance 65 3,2654 , 72467

Correlation test between factors and demographics are shown at Table 4. There are only 3 significant
correlations. One is between firm seniority and financial discipline (r=0,297), second is between professional
seniority and financial discipline (r=0,259), and the last one is between education and risk propensity
(r=0,280). We see that when seniority is high, managers tend to use financial discipline. It means that
experience teaches financial defense to the leaders. Also by the education, risk propensity rises too. It means
that education increases leader’s courage.

Table 4: Correlations Between Factors and Demographics

Professional | Firm

Age | Education | Seniority | Seniority
Stop Seeking Opp. ,204 -,178 ,083 ,039
Financial Discip. 131 | - 116 259" 297"
Stability ,109 -,142 ,039 ,194
Being Deliberate -,032 -,194 -,060 -,019
Normative ,004 ,047 ,042 ,000
Risk Propensity 058 | 280 -,139 -,104
Locus of Control -,023 -,076 -,184 -,155
Abstract Performance ,119 -,227 ,164 ,179
Concrete Performance - 119 ,130 ,025 -,070

Correlation test between the factors are shown at Table 5. We see a high positive correlation between
“external locus of control” and “stop seeking opportunities” (1=0,360), “being deliberate” and “stability”
(r=0,436), and high negative correlation between “risk propensity” and “financial discipline” (r=-0,312).
These relations confirms our hypothesis, but we’ll say the last decisions after the multi regression test. When
we look at the relations between the independents, we see that “risk propensity” and “being deliberate” are
negatively correlated (r=-0,319) and have a risk of colinearity which will be tested before the regression test.
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The relations out of the model says that; there is a negative correlation between “prospector strategy” and
“stop seeking opportunities”, negative correlation between “prospector strategy” and “being deliberate” as
expected; negative correlation between “analyzer strategy” and “stop seeking opportunities”, negative
correlation between “analyzer strategy” and “stability”; positive correlation between “defender strategy” and
“stability”.

The relations that supports our hypothesis are; the negative correlation between “prospector strategy” and
“being deliberate”; negative correlation between “prospector strategy” and “external locus of control”,
positive correlation between “prospector strategy” and “risk propensity”, negative correlation between
“analyzer strategy” and “external locus of control”; positive correlation between “defender strategy” and
“external locus of control”.

When we look at the correlations about the perceived performance, we see that only financial discipline is
successful in the defensive strategies, prospector and analyzer strategies are successful in the strategy types
and interestingly, external locus of control and perception of performance is negatively correlated. It means
that externality brings pessimism whit it.

Table 5: Correlations Between Factors

1 2 3 4 5 6 7 8 9 10 11 12 13
1.Stop Seeking Opp. 1
2.Financial Discip. 0,12 1
3.Stability 0,134 412" 1
4.Being Deliberate 0,007 0,183 436" 1
5.Normative 024 0242 0,138 3257 1
6.Rik Propensity 20,158 -312°  -0,173  -319"  -0,215 1
7.Locus of Control 360 0,063 0,222 0,088 -0,179  -0,067 1
8. Prospector -496"  -0,015  -0,193 299" -0,032 328" 3507 1
9. Analyzer -275° 0,079 -3457 -0,099 0,053  -0,035 -349" 468" 1
10. Defender 0,179 0,244 315 023  -0,185 -0,01 278"  -0,072 -0,232 1
11. Size -0,105 0,086 -0,056 -0,188 0,023 -0,079 0,093 0,056 -0,128 -0,232 1
12. Abst.Perf. S3427 256 -,018 018 235 S042  -346™ 4157 392" 025 014 1
13. Conc.Perf. -290°  -116 -,155 -,122 ,084 -067  -300" 3050 4357 -3677 235 401 1

*Sample Size =65 *p<0,05, **p<0,01

Analyze of the Research Model
For analyzing the model and hypothesis, multi regression test is applied to the data. The significant effects
are “external locus of control” on “stop seeking opportunities” ($=0,335, Sig.=0,009); “risk propensity” on “financial

discipline” (B=-0,296, Sig.=0,030); “being deliberate” on “stability” ($=0,366, Sig.=0,005) (Table 6).

Table 6: Multi Regression Test for Hypotesis

Stop Seeking Opportunities | Financial Discipline Stability
B Sig. B Sig. B Sig.
Being Deliberate 0,048 0,711 -0,018 0,895 0,366%** 0,005
Normative -0,116 0,367 0,083 0,533 0,010 0,937
Risk Propensity -0,145 0,264 -0,296* 0,030 -0,041 0,746
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Locus of Control 0,335%* 0,009 0,063 0,624 0,186 0,131
Adjusted R? 0,11 0,044 0,137

N 65 65 65

F 2,921 1,711 3,46

Sig. 0,029 0,16 0,013

S.E. 1,01334 0,94342 0,98278

When we look at the effects of strategic behavior in condition of crisis on perceived firm performance, we
see that the significant effects are “stop seeking opportunities” on “abstract performance” (f=-0,362, Sig.=0,003)
and “stop seeking opportunities” on “concrete performance” (B=-0,271, Sig.=0,031); “financial discipline” on “abstract
performance” ($=0,339, Sig.=0,009). (Table 7)

Table 7: Multi Regression Test for Performance

Abstract Performance Concrete Performance
B Sig. B Sig.

Stop Seeking
Opportunities -0,362%* 0,003 -0,271* 0,031
Financial Discipline 0,339%* 0,009 -0,041 0,762
Stability -0,111 0,384 -0,102 0,448
Adjusted R* 0,173 0,055
N 65 65
F 5,407 2,242
Sig. 0,002 0,092
S.E. 0,64722 0,70445

Research Model

H1: If the uncertainty avoidance of business owners or leaders is high, they will perceive the condition of
crisis as threats and they will choose defensive strategies.

Hla: If the business owners or leaders is more normative, they will perceive the condition of crisis as threats
and they will choose defensive strategies.(Hypothesis is not supported).

H1b: If the business owners or leaders is more deliberate, they will perceive the condition of crisis as threats
and they will choose defensive strategies.

This hypothesis is supported at the p<.05 level on one dimension of defensive strategic behavior in condition
of crisis. (The significant effect of being deliberate on stability).

H2: If the business owners or leaders risk propensity is low, they will perceive the condition of crisis as
threats and they will choose defensive strategies.

This hypothesis is supported at the p<.05 level on one dimension of defensive strategic behavior in condition
of crisis. (The significant effect of risk propensity on financial discipline).

H3: If the business owners or leaders are external oriented, they will perceive the condition of crisis as threats
and they will choose defensive strategies.

54



This hypothesis is supported at the p<.05 level on one dimension of defensive strategic behavior in condition
of crisis. (The significant effect of external locus of control on stop seeking opportunities).

The effect of defensive strategic behavior in condition of crisis on perceived firm performance is not our
basic hypothesis but it is shown in the model in Figure 1.

p=,366**
BEING
DELIBERATE STABILITY
CONCRETE
NORMATIVE p=-271* PERFORMANCE
CRITERIONS
STOP SEEKING
f= 335%% OPPORTUNITIES B=-,362%*
ABSTRACT
LOCUS OF — PERFORMANCE
CONTROL ’ CRITERIONS
FINANCIAL
DISCIPLINE
RISK
PROPENSITY
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ABSTRACT

Providing current incomes, tourism sector has a significant position on overcoming balance of payment
deficits, but as the structure of its demand, tourism is very sensitive on economic, social, political turbulances
and various natural disasters. Thereby in economic crisis periods;, domestic and outbound demand
destruction could be seen in countries which receive tourists. Marketing strategies has a vital importance on
preventing that demand destruction, because they are composed of a dynamic structure and forming
adaptation to the current situations. It’s very important in revising and recruiting marketing strategies,in
crisis periods.

The aim of this study is to present alternative suggestions and contribute to the previous researches on
marketing strategies of public and private business at tourism sector in probable crisis periods. Thus, its aim
is to empower tourism bussiness, and operating Turkey’s tourism sector by providing less influence from
crisis compared to its rivals and contributing to the national economy, while presenting suggestions to the
relevant directors of organizations with alternative marketing strategies.

In our study, primarily, the literature basic study constructed via by giving information on crisis and crisis
management, effects of crisis in tourism, and marketing strategies in tourism. Then, by analyzing the causes
and the results of global economic crisis besides the current studies in literature, an extensive survey has
been prepared in marketing strategies that will be applied by minimizing the effects of probable crisis
situations in the future.

Through a survey, the data of our sample -which is 30 % of the realistic universe, analyzed via SPSS for
Windows 15.0 package program statistically. The data collection method and data analyzing methods
handled in details under Methods title. In the end, by analyzing those datas, alternative marketing strategies
developed in tourism business by preventing the negative effects of crisis at probable crisis periods like
current global economic crisis.

Key Words: Tourism, Economic Crisis, Crisis Management, Marketing Strategies, Tourism Business and
Crisis.

INTRODUCTION

Afterwards the global economic crisis, whose impressions felt globally in 2008, international incoming
tourists in Europe destination decreased 5,6% to 459,7 million in 2009 which was 487,1 million in 2008
(UNWTO, 2010). On the other hand, the number of foreign tourists visiting Turkey in 2008 which was 30,9
million; increased 3,3% to 32 million in 2009. Beside this, 21.950,8 million of Turkey’s tourism revenue in
2008 declined 3,2% to 21,249,3 million in 2009 (www.turizm.gov.tr). As shown above, unlike Europe,
Turkey’s incoming tourists number was increased despite the crisis. However, the decrease in tourism
revenue is pointing the negative effects of global economic crisis on Turkey, too.

Preventing the demand destruction caused by economic crisis, is depending the properties of crisis and
applying successful marketing strategies which are developed according to consumer’s purchasing
behaviours in crisis periods. The success of marketing strategies in crisis periods is depending in macro level,
the effects of marketing strategies applying by public authorities; within the tourism business in micro level.
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DEFINITION OF CRISIS AND ITS PROPERTIES

“Crisis is unexpected and insensible situation that makes insufficient of organs preventing and adapting
mechanisms and threatens the current values, aims and assumptions of organizations which should be
counteract immediately. Stress, anxiety, panic etc. are the terms that expressing the emotions living in crisis
periods” (Tagraf ve Arslan, 2003:150).

Some crises caused by natural disasters like earthquake, hurricane, volcanic eruption, cyclone, avalanche, etc.
Other crises are man- made ones like environmental pollution, crime, terrorism, economical depression and
strike,or short, or long term, or natural disaster based, or man-made; all types of the crisis’ features that are
affecting the tourism industry, can be shown in three titles (Pike, 2004:158):

¢ In the long term, all destinations are under the threat of crisis.
* A crisis situation will be rarely predictable.
*  Crisis causes, are formed under the control of tourism industry.

DEFINITION AND FEATURES OF CRISIS MANAGEMENT

Crisis is arising by the interaction of technology, human behaviours, organizational structure, management
politics and organizational culture, etc. Crisis management requires analyzing these factors in detailed.
Organizational development, arising with correlative interaction, adaption and efficiency of organizational
factors (physical, financial, mortal), besides the bound and mutual interaction of all those. Because of this, in
analyzing process of crisis, all of these factors should be taken into consideration (Geng, 2004:336).

Crisis management has some specific features like these (Hasit, 2000:65):

¢ Crisis management is aiming the recovery of organizations in the shortest time, which are predicting
crisis situations, distinguishing its kinds, having precautions and learning from crisis.

* Crisis management is a persistence implementation without a beginning or end.

*  Crisis management is formed according to the kind of the crisis. As every crisis has a specific signal
and solution, crisis management will be shaped according to the kind of the crisis.

* As crisis is threatening strategic plans, crisis management is handling the part of strategic
management.

CRISIS AND TOURISM

In general, tourism crisis can be defined as a situation like; hindering tourism activating process, by
destroying the destination’s security, attraction and tranquility image, influences negatively the sense of the
visitors and as a result of decreasing the tourist comings, expenditure and causes disruptions in tourism
activities; effecting negatively to tourism economy (Glaesser, 2005:6; Avcikurt ve dig., 2006:50). Crisis
management in tourism sector, is an interception function of data collection, evaluation, action planning,
application and control for the facts which are effecting negatively to a product’s, organization’s, country’s
or region’s image unexpectedly and as a result of this it causes social and economical loss (Koroglu,
2004:71).

Tourism has an economic activity by creating currency and employment; on the other hand a socio-cultural
activity with gathering up various cultures and corresponding human’s needs of relaxation. As being among
the fastest growing sectors in the world, tourism today has important problems. Crisis occurring in the world,
effecting tourism industry negatively, too (Aymankuy, 2001:109). Crisis, occurring in tourism, will effect a
country, region, zone and even the world. Crisis may occur because of intra-sector causes as well as exterior
causes, too. Although the causes are not economic based, they will expose economic results. Producers of
these economic results are coming through due to the demand destruction (Avcikurt ve dig., 2006:52).

In 2008, reflection of the credit crisis to the financial sector in the largest economy of the world USA, and
growing gradually of this problem, many economies influenced by global base and coming through a
financial crisis situation. The negative effects of global crisis are seen in all of the sectors in Turkey, too.
Besides the intra-sector crisis of tourism, these global based crises influence the sector considerably and
forming difficulties at management of the business operating in this industry (Bahar ve dig., 2009:28).
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It’s certain that, coping with this global crisis, whichs effects decreasing gradually, various touristic products
and services produced. Meetings, incentive travels, conferences and exhibitions are determined as the most
affected touristic products. Apparently, beside the shopping and entertaining activities in various destinations
at shores and cities; cultural attractions decreased significantly (UNWTO, 2009). The strategies that would be
followed by Turkish tourism against global economic crisis is very important. In this context, rather than the
number of incoming tourists, attracting the high level income tourist profile has gained importance.
Emphasizing the service quality, customer satisfaction, and innovation, will decline the costs while
increasing the revenue sources and maximizing the revenue and keeping the cash flow are so important to
cope with the crisis with minimum damages, and even benefits (Demir, 2008).

MARKETING STRATEGIES IN TOURISM SECTOR

Strategies are the basic preferences depending on the internal and external environmental conditions and in
accordance with their own sense of mission and vision, showing the fundamental choice of business
resources at which area will be allocated for what purposes (Kogel, 2005:455). Strategies contain the things
that should be done to reach the purposes and achieve them. For example, the aim of increasing Saturday
sales 20% is a decision, but the methods and should-do things for reaching this aim requires strategies (Akat,
1998:107).

Marketing strategies are made to reach the marketing purposes; forming a performance theme for the
business in a particular market. It is related with identifying a target market and developing the suitable
marketing mix fort his aim. In this case, marketing strategies are forming two main parts following each
other (Mucuk, 2001:40):

i. Target Market Choices: Identifying reasonably homogen consumer group or groups for the business.
ii. Forming the marketing mix: The controllable variable group (or a suitable combination of those
variables) that the business bring together for satisfying the market.

Marketing strategies in tourism sector are the comparison of touristic product supply and environmental
factors of customers. Looking at the characteristics of tourism marketing strategies, important clues can be
found by business managers at implementing their activities. Strategies should contain long term decisions
and activities while they’re evaluating frequently (Oral, 1988:19; Hacioglu, 2005:46, Kash ve dig. 2009:90).

According to the product-service life cycle, there are various marketing strategies that can be followed by
business. These strategies are discussed briefly below (Altunisik, 2009:335).

1. Input Stage Strategies: At this stage, the most important problem is recognition and knowing.
Because of this, suitable strategies with this aim;
¢ Including the users to service design
¢ Identifying the first users
* Having a feedback from the first user
* Forming the demand of industry
* Making presentations to market entry
* Positive ear to ear stimulation of communication can be considered

2. Growth Stage Strategies: This stage is starting from reaching the breakeven stage of goods or
services, and continues until the maturity stage. Marketing strategies will be followed like those
(islamoglu, 2009:119);

*  Production methods and techniques will be developed as reducing the costs.

* Developmental changes should be done in the functions, qualities or appearances of goods
or services

* Unless new competitors enter the market or you have a free capacity or have expectation
of reducing prices will increase the sales; the prices shouldn’t be reduced. Otherwise, must
be reduced.

* Increases the numbers of producers, increases the intermediaries in distribution channels,
too. Because of this, distribution decisions should be reviewed.

* Promotion activities should be oriented to brands from goods or services.

3. Maturity Stage Strategies: In the maturity stage which is the top selling and afterwards reducing
period, three main marketing strategies will be applied. These are (Mucuk, 2001:146);
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e Strategies that are making changes in market are helping to find new markets and market
segments beside providing usage of goods and services intensively by the current
customers.

e Strategy of making changes in goods or services will be aroused the goods and services by
qualified improvement strategy.

* The innovation of marketing are mixed by changes on various factors of it, will arouse the
sales. At the top of it, price reduce strategy is coming.

4. Reduction Phase Strategies: In this period, the sales of goods and services starting to reduce.
Following strategies can be applied according to this situation (Tek, 1999:422);
* Keeping the goods and services: Expected vitals will leave the markets one day.
* Going some restriction in goods and services: Various production and marketing costs are
terminated.
*  Withdrawal of goods or services: It will be applied by withdrawing all the goods or services
or a part of them from some regions or from all over the country.

PURPOSE

The aim of this study is to present alternative suggestions and to contribute the previous researches on
marketing strategies of public and private business in tourism sector in probable crisis periods for minimizing
the negative effects of crisis. Thus, this study will be beneficial for empowering the tourism business
operating in Turkey’s tourism sector- which is an important sector that provides currency income-, with
providing less influences from economic crisis according to the rivals operating in other destinations and
contributing much more to the national economy, beside presenting suggestions to relevant people with
alternative marketing strategies.

METHOD

This study is a quantitive research basing on survey model. The reason for choosing this method, ease of
collecting the data in a short time which is wanted from wide range of experimental and the possibility to
analyze the data in a quick and reliable way via the computers supported by statistical programs. Survey
questions are consisted of 2 groups. First group of demographic questions designed at categorical style. The
main scale prepared oriented to solve the main problem of the research, is quinted ligert scale.

The ideal universe of the study is consisting 4 and 5 star hotel managements in Turkey. But by considering
the time limit, the realistic universe determined as 32 of 5 star and 75 of 4 star hotel managements in
Istanbul. The sample of the study consists 10 five star, 22 four star tourism management certificate hotel
managements that constitutes 30% of realistic universe. Surveys applied in the middle and senior managers
of 4 and 5 star hotels. 125 of the survey has returned, 101 of them analyzed, and 24 surveys eliminated
because of some deficiencies.

The data analyzed via ‘SPSS 15.0 for Windows’ program at computer platform. ‘Frequency Analysis’ has
done for the demographic and organizational data collected by the survey. Furthermore chi-square test, which
is a technique for examining relationships, applied on suitable data.

FINDINGS

By investigating demographic data in Table-1, it is shown that bachelor and master graduated degree staffs
hold 75.22% among all staffs. Tourism oriented graduation in staffs is 65.3% Furthermore, the rate of survey
participants whose total work-duration in tourism industry more than 11 years - is 42.5%. Besides, 90% of
survey participants take part in middle-level managers and senior managers, and participated in our survey
suggests such a big part, formed by the middle and upper level managers in our sample group is very high
level of training and experience in the sector. This situation is thought to increase the credibility of our work.
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Table 1: Demographic Data

CHARACTERISTICS SAMPLE

Sex n %
Male 64 63,3
Female 37 36,6
Total 101 100
Age n %
18-25 10 9,9
26-30 26 25,7
31-35 24 23,7
36-40 23 22,7
41 and over 18 17,8
Total 101 100
Marital Status n %
Married 61 60,3
Single 40 39,6
Total 101 100
Educational Background n %
Primary Education 2 1,9
Secondary Education 23 22,7
University 58 57,4
Graduate Education 18 17,82
Total 101 100
Have you received tourism education? n %
Yes 66 65,3
No 35 34,6
Total 101 100
Division n %
Rooms 14 13,8
Food & Beverage 14 13,8
Technical Services 4 3,9
Accounting 30 29,7
Sales & Marketing 23 22,7
Human Resources 12 11,8
Security 4 3,9
Total 101 100
Position in The Business n %
Personnel 10 9,9
Middle Manager 53 52,4
Senior Executive 38 37,62
Total 101 100
Total Working Period in Tourism Industry (Year) n %
Less than a year 2 1,9
1-5 24 23,7
6-10 32 31,6
11-15 15 14,8
16 and over 28 27,7
Total 101 100
Total Working Period in The Business That You n %
are Working Now (Year)

Less than a year 4 3,9
1-5 36 35,6
6-10 28 27,7
11-15 18 17,8
16 and over 15 14,8
Total 101 100
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Table 2 shows the frequency analysis of data pertaining to business. As shown in table 76.2% of those
surveyed 'the work they have produced business services decreased by 1-19%, 1-19% of employment in the
lower 92% mentioned that. This state of accommodation businesses that affected by the economic crisis is
serious. Against this survey, participants 52.4% of the 2009 year of business in terms of economic as well
and as good as had passed to state and in 2010 the 69.2% URL economically well be a year estimate of
accommodation establishments in the country in other sectors businesses compared to the crisis is less than
impressed.

In this case, no doubt, businesses 61.4% of the previous economic crises have been exposed and hence on
this experience of being, as well as large enterprises due to their funding too much about the shortage has not
also a great role is considered. Indeed, our survey of participating businesses 59.4% 59.4% 4 stars, and
quarters are five star hotels and also participated in the survey 62.4% of those quarters despite the economic
crisis, do not face difficulties in financing stated.

Table 2: Data Related to Business

CHARACTERISTICS SAMPLE
Choose your type of business N %
4 star 41 40,6
5 star 60 59,4
Total 101 100
How many people are working in your business N %
1-50 32 31,7
51-100 9 8,9
101-150 16 15,8
151-200 16 15,8
201 and over 28 27,7
Total 101 100
What is the number of rooms in your business N %
100 and below 24 23,7
101-200 31 30,6
201-300 15 14,8
301 and over 31 30,6
Total 101 100
What is the average number of customers that stay in your business in 2009? N Y%
0-10000 16 15,8
10001-20000 23 22,7
20001-30000 26 25,7
30001-40000 15 14,8
40001 and over 21 20,7
Total 101 100
How was the economic condition in terms of your business in 2009 N Y%
Very good 10 9,9
Good 43 42,5
Break-Even 31 30,6
Bad 15 14,8
Very bad 2 1,9
Total 101 100
What do you think about that; how will be the economic condition o
in terms of your business in 2010? N %o
Very good 15 14,8
Good 55 54,4
Break-Even 26 25,7
Bad 5 4,9
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Very bad 0 0
Total 101 100
Have you ever encountered economic crisis situation in your o
business before? N v
Yes 62 61,4
No 39 38,6
Total 101 100
Have the crisis management policies been carried out for Turkish N %
tourism sector in 2009 successfully?
Yes 21 20,8
Partly 58 57,4
No 22 21,8
Total 101 100
Has the economic recovery process started in Turkish tourism N %
sector so far?
Yes 28 27,7
Partly 62 61,5
No 11 10,8
Total 101 100
What was the average occupancy rate of your business
. N %
in 2009
40% and below 9 8,9
41-50 % 17 16,8
51-60% 25 247
61-70% 20 19,8
71-80% 24 23,7
81% and over 6 5,9
Total 101 100
What is the expected average occupancy rate of your business for o
2010 N %
40% and below 3 2,9
41-50 % 15 14,8
51-60% 17 16,8
61-70% 24 23,7
71-80% 27 26,7
81% and over 15 14,8
Total 101 100
If your service production had decrease, to what extent

; N %
has this decrease been?
Less than 10% 49 48,5
10-19% 28 27,7
20-29% 12 11,8
30-39% 5 4,9
40-49% 4 3,9
More than 50% 3 2,9
Total 101 100
If your employment was decreased, to what extent has this decrease o
would be? N %
Less than 10% 65 64,3
10-19% 28 27,7
20-29% 5 4.9
30-39% 3 2,9
Total 101 100
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Do you have a shortage in financing? N %
Yes 38 37,6
No 63 62,4
Total 101 100
Did you invest in tourism in 2009 N %
We did not invest 41 40,5
We bought business 12 11,88
We invested in the modernization 22 21,7
We invested abroad 6 5,9
We entered to a new investment 16 15,8
Other 4 3,9
Total 101 100
Do you want to increase capacity or invest in tourism for 2010 N %
Yes. We want to invest in domestic 54 53,4
Yes. We want to invest in abroad 16 15,8
No. 31 30,6
Total 101 100
How was the change of your costs in 2009? N %
Increased 22 21,8
Unchanged 57 56,4
Decreased 22 21,8
Total 101 100

* Educational Background

a

* Improving the quality of service reduces the impact of economic crisis. 65,861 0,000
* Educational Background
* Crisis management team to establish a business to get through the crisis with the least | 30,646 * | 0,002
damage to provide.
* Educational Background
* Turkey's own tour operator to build the system, the economic crisis to recession by | 33,077 * | 0,001
reducing demand in the tourist, can improve competitiveness in the international arena.
* Educational Background
* In the state's economic crisis is taking a different markets promotional campaign to | 65,862 % | 0,000
increase payments to positively affect tourist demand.
* Educational Background
* During the economic crisis, increasing the incentives given to investors, the economic 19819° | 0.019
crisis by reducing the impact of the tourism industry of our country, increase the ’ ’
competitiveness of other competing destinations.
* Educational Background
* During the economic crisis, tourism, tourist demand for the removal of tax increases to | 41,875 | 0,000
reduce the impact of economic crisis.
* Educational Background
* Alternative tourism by developing tourist destinations spread over 12 months reduces | 66,539 * | 0,000
the effect of strengthening the economic crisis.
* Educational Background
* Against possible economic crisis in the tourism industry faced anti-crisis management 45.846° | 0.000
plans to make our country a significant competitive advantage against competing ’ ’
destinations.
* Educational Background
* Turkish tour operators to support the state in the medium term by increasing the a

) . . . o . 77,829 % | 0,000
demand for international tourism, especially to minimize the negative effects of the global
financial crisis could.
* Educational Background
* Accommodation businesses to be able to overcome the economic crisis without | 56,133 % | 0,000

damaging the support SMEs need to be evaluated in the category.
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* Total Working Period in Tourism Industry

* To increase domestic tourism demand, global economic crisis by minimizing the effects | 66,505 | 0,000
of demand contraction to reduce working capital needs.

* Total Working Period in Tourism Industry

* Advertising and promotional campaign to increase domestic tourism, can be applied in | 41,916 * | 0,000
times of economic crisis is a crisis management strategy.

* Total Working Period in Tourism Industry

* The use of different promotional and sales techniques, can be applied in times of | 74,329 % | 0,000
economic crisis is a crisis management strategy.

* Total Working Period in Tourism Industry

* Resources and reduction of operating costs, applicable in times of financial crisis is a | 54,526 * | 0,000
crisis management strategy.

* Total Working Period in Tourism Industry

* Go to the integration of another business, that can be applied in times of economic crisis | 49,388 * | 0,000
is a crisis management strategy.

* Total Working Period in Tourism Industry(Year) 100.705

* To postpone payments or to extend the maturity of loans, can be applied in times of a 0,000
economic crisis is a crisis management strategy.

* Total Working Period in Tourism Industry(Year)

* Staff removal that can be applied in times of economic crisis is a crisis management | 59,182 % | 0,000
strategy.

* Total Working Period in Tourism Industry(Year)

* Price reductions, can be applied in times of economic crisis is a crisis management | 70,487 * | 0,000

strategy.

In our work we have done 27 of 32 Chi-square test at 5% significance level between the variables showing a
significant difference. Indeed, as shown in Table 3 Chi-square test Asymp Sig. value is less than 5%, a
significant relationship between variables that represent. Table 3 gave only positive results to the Chi-square

test results are given.

Table 3: Chi-Square Test Results

PROPERTIES Value Asymp. Sig.
* Type of Business

* In Turkey, an effective crisis

management strategy or strategies a

businesses are affected by the crisis in 20,793 0,000
a way that result in directly and are

vulnerable.

* Type of Business

* Cooperation between public and

private sectors, the economic crisis on 12,395 *° 0,015
the sector, reduces the devastating

effects.

* Type of Business

* The marketing of destinations as

well makes . ’the difference, in 13,254 ° 0.010
economic  crisis, businesses can

increase  their foreign exchange

income.

* Type of Business

* In economic crisis, businesses,

lowering the cost of the tourist 24,592 ° 0,000
destinations in the works will increase

demand.

* Type of Business

* Cheap mass tourism in economic

crisis for the marketing efforts of 11,228° 0,024
businesses enterprises are increasing

their cash flow.
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* Type of Business
* Businesses to reduce their prices,

reducing the impact of economic 17,315 0,002
crisis, tourism demand is increasing.

* Educational Background

* Political tensions led to shrinking 25.552° 0.012

demand is increasing because of the
impact of economic crisis.

* Total Working Period in Tourism Industry(Year)
* Organizational downsizing, can be applied in times of economic crisis is a crisis | 55,845 ° 0,000
management strategy.

* Total Working Period in Tourism Industry(Year)
* Presentation of the budget increase, can be applied in times of economic crisis is | 29,399 * 0,021
a crisis management strategy.

CONCLUSIONS AND RECOMMENDATIONS

Tourism, economic crisis even the smallest businesses in this industry over the destructive effects of a sector
that is too large. For this reason, crisis management in tourism industry especially has great importance. In
our country, both in state and enterprises, but should work based on crisis management are not given required
importance. In this direction, firstly at the macro level by the state and in the micro level the tourism
enterprises by the potential economic crisis due to demand contraction preventing aimed at long-term and
continuous review to be crisis-management strategies should be developed, it is important in establishing the
crisis management team and making anti-crisis management plans against faced possible economic crisis.

The state takes major roles to overcome country's economic crisis with the least damage. In this context,
different markets promotional activities devoted to the appropriation to increase, investors given incentives to
increase tourism tax to eliminate or at least to the level of, loans payments is delayed, or the maturity to
extend the state's Turkish tour operators to support Turkey's own tour operating system installation,
accommodation enterprises SME categories are supported by the assessment, is considered as a vital strategy.
As known, in times of economic crisis, the country's external current account deficit is close to the exchange
rate in terms of tourism, the need is increasing and at this point that could bring foreign currency into the
country among the most important business is located. Therefore, except in times of financial crisis to
increase demand for tourism marketing strategies is vital.

For example cheap mass tourism marketing efforts can be made, Premier of price decrease of service quality
and increasing the alternative tourism by developing tourism, the 12 month spread a destination distinctive
side marketing and accordingly different advertising and sales techniques used for this purpose can be
applied important strategies, were considered.

Foreign tourist demand, especially in times of global economic crisis caused by narrowing of the income
loss, to improve domestic tourism demand can be prevented through the implementation of strategies. For
example, in advertising and promotional campaign to increase tourism in this context can be seen as an
important marketing strategy. Accommodation businesses also profit from the economic crisis, reduced to
prevent the most effective way to indent one, to reduce the cost of resources and activities. Search strategies
can be applied for this purpose in the organizational downsizing, businesses to provide significant cost
advantages in this point it has great importance.
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ABSTRACT

After recent global economic crisis, some precautions were applied to overcome the crisis. Expansionary
monetary and fiscal policies were applied to decrease the heavy effects of the crisis. Although optimistic
belief has occurred in direction of the crisis ended since 2009 year, presence of stagnation dominated in the
world economy. Beyond the signs of stagnation, serious measures were taken against the recession in United
States and European countries.

After the global economic crisis, tendency of dwindling in general occurred in the world economy. In this
process macro economic targets were based on increasing production and employment instead of providing
economic stabilization. In that way economic growth was aimed.

Global recession has created negative impacts on mainly production concerning consumption, employment
and investment.

This paper analyzes the long-run relation between investment level and unemployment level over the period
1985-2008 for 19 OECD countries including Turkey by using panel analysis techniques. Firstly, we test
Breusch and Pagan (1980)’s cross-section LM testing to investigate whether unemployment level and
investment level have cross-section dependency. According to obtained findings, we decide to use panel unit
root tests. After determined to panel unit root test to be used, it is focused on the long-run relation between
investment rate and unemployment rate. Kao Residual Test, Pedroni Residual Test and Johansen-Fisher
Panel Cointegration Tests is used in this study. In terms of the presence of relation which is obtained, some
inferences will be made belonging to future.

Key Words: Global Economic Crisis, Global Recession, Panel analysis

INTRODUCTION

In this study, firstly it is assessed occurrence of the crisis that began in last quarter of 2008 in USA housing
market. Later it was focused on measures taken by Southern Europe Welfare States which are Turkey, Spain,
Portugal, Italy and Greece over the period after crisis.

The crisis raised the uncertainty in world economy and caused unsteadiness at first financial markets later
real markets. The crisis that started in the finance markets has taken the reel markets under effect with time.
The recession started in developed countries has affected the developing countries which are already in
critical levels. While the global developments were regressing, the countries were in consensus to take
precautions together to struggle with the crisis in the world economy.

Turkey was affected from the crisis as many other developing and developed countries had been affected. We
will firstly deal with the appearance and enlargement process of the crisis in the world, before we evaluate
the effects of the crisis on Turkey. In this process Turkey took the packages as many other countries applied
attention.
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Global recession in Turkey created negative impacts on mainly production concerning consumption,
employment and investment. After the crisis, because of the recession and of TL's excessive valuableness in
the amount of the speculative foreign capital income decreased, therefore total demand reduced and a big fall
in importation was seen.

1. THE GLOBAL CRISIS AND ITS EFFECTS ON INVESTMENT
AND UNEMPLOYMENT IN USA AND SOUTHERN EUROPE
WELFARE STATES

According to Fink (1986); Kash and Darling (1998), a crisis is referred to as an unplanned event emerging
from the internal or external environment of an organization or country which can disrupt operations,
threaten people physically and mentally, endanger the viability of entities no longer able to cope with the
situation using normal managerial procedures.

The current global crisis originated in the USA financial market. Since this is the centre of a network that
interlinks the national financial systems of almost all countries in the world, the crisis was spread very
quickly.

According to Mishkin (2008), the current global financial crisis has many aspects in common with past
global financial crises that have occurred throughout history. The current financial crisis has had three
fundamental factors as in many previous crises. The first one is mismanagement of financial innovation,
second one is an asset price bubble that burst, and third one is deterioration of financial institution balance
sheets.

World-shaking events market capitalism quietly and shifted much of the discredited central planning that was
so dominant in the Third World. China which is a large segment of the erstwhile Third World replicated the
wonderful economic export-oriented model and this so-called model is Asian Tigers. Besides this, thanks to
China fairly well educated, low-cost workforces were joined with developed-world technology. It was
protected by an increasing rule of law, so as to release explosive economic growth. So real GDP growth of
the developing world has been more than double since 2000.

Along with surge in competitive and low-priced exports from developing countries, particularly those to
Europe and the U.S. flattened labor compensation in developed countries, and attenuated the rate of inflation
expectations throughout the world by including those inflation expectations embedded in global long-term
interest rates. Furthermore, there has been a significant decrease in global real interest rates which affect the
all financial markets since beginning of the 1990. So this indicated that global saving intentions constantly
had exceeded intentions to invest. Rate of consumption clearly could not keep up with the surge of income in
the developing world and as a result, savings rate of the developed world increased from 24% of nominal
GDP in 1999 to 33% in 2006 and the savings rate of the developed world went faster than its investment rate
(Greenspan, 2007).

The subprime mortgage market underwent explosive growth between 2001 and 2006 years. All investors in
order to get higher yields kept increasing their demand for private-label mortgage-backed securities
(hereafter MBS), which also caused sharp increases in the subprime share of the mortgage market (from
around 8 percent in 2001 to 20 percent in 2006) and in the securitized share of the subprime mortgage market
(from 54 percent in 2001 to 75 percent in 2006). According to Apak and Aytag¢ (2009), unreal financial
system created by securitization and insurance transactions reached 120 trillion dollars and 15-18 trillion
dollars of its was generated by USA economy. This dramatic growth of the subprime mortgage market and
quality of the market became worse dramatically (Demyanyk and Hemert, 2008) .

The fundamental factor creating the subprime mortgage crisis was the boom and bust cycle in housing prices.
During the boom phase, rising prices encouraged lenders and investors to put ever more money at risk. The
Credit Rate Agencies supported these investment decisions by posting ratings that undervalued the impact
that falling house prices could have on subprime mortgage defaults. Second factor that pronounced
broadened the impact of the subprime crisis was behavior of institutional investors to become intense the
riskiness of their subprime MBS portfolios by means of extremely high leverage and by means of extreme
maturity mismatches in their funding. This strategy for investment will unfortunately be crisis-prone
independent of the underlying securities now we can give two examples in order to confirm this. First one is
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that the U.S. Savings and Loan crisis of the 1980s arose from leveraged and maturity mismatched portfolios,
although the underlying securities were prime mortgages with minor default risk. Second one is that the Long
Term Capital Management crisis also arose from a leveraged and maturity mismatched portfolio, even
through U.S. treasury bonds were a primary instrument (Jaffe, 2008).

Now that we focus on the economy particularly investment-unemployment structure of the some countries,
Italy, Portugal, Greece and Spain, called Southern European Welfare Countries, were effected from crisis that
have impacted all over the word.

Investments have gained importance over the past decade as the tool for accelerating growth and
development of economies in transition. Many developing countries do not receive sufficient international
investment because weak domestic policy frameworks discourage both foreign and domestic
investment. This insufficiency has reached serious dimension due to the experienced global economic crisis.

Worldwide Foreign Direct Investment (FDI) flows have showed an impressive upward trend over the past
two decades, which prompted the expansion of international production and the economies’ globalization
process (Santis and Vicarelli, 2007).

In 2008, according to the provisional data, published by UNCTAD, worldwide FDI fell 14,5% to 1,66 trillion
dollars, due to the negative effects of the global financial crisis which has currently gripped economies. Due
to global recession, the drop in company profits, the pessimistic prospects of the world economic growth in
future, the diminution occurred in workforces, the decline in capital spending, all of which lead to a decrease
in FDI (Invest in Spain, 2009).

When we examine economic situation of Spain, we see that residential construction is slowing sharply
towards a level which is sustainable in the long run investors and consumers are also adjusting strongly to a
marked deterioration in financial conditions in the wake of the international financial crisis, as well as to
deteriorating job prospects (Economic Survey of Spain, 2008). According to the projection output may fall
by 3% per cent in 2009 and by a further % per cent in 2010 before recovering at a slow rate in 2011. It is
expected that the unemployment rate may peak close to 20% in 2010. Spain is one of the leading global
economic powers: the 4th largest recipient of FDI among developed countries (World Investment Report,
2009).

FDI inflows to Spain increased sharply during 1980°s as a result of entry into the European Economic
Community. In 1994 the rate of investment inflows began to decline gradually, but recovered in 2000 in
Spain. Six years following 2000 year saw a decline in FDI inflows. 2007 saw a sharp turn around of
investment flows to Spain an increase. Gross foreign direct investment in Spain in 2008, according to the
Ministry of Industry rose to 37,715 billion Euros, 0,4% more than the previous year. Net foreign direct
investment reached to 34,543 billion Euros, 26,7% higher than in 2007. Specifically, disinvestment in 2008
decreased by 69,5%, reaching 3,113 billion Euros, in contrast to 10,196 billion Euros in the previous year
(Invest in Spain, 2009).

Another Southern European Welfare Country, Greece has been deep impact of financial crisis which shook
the confidence of households and businesses, which are reining in spending. Moreover, persistent structural
imbalances, which are illustrated by the poor state of public finances and the large current account deficit,
limit room for policy manoeuvre, and the country's vulnerability to the crisis increased because of Greece's
exposure to South—Eastern Europe (Economic Survey of Greece, 2009). Since the effects of the global crisis
gradually spread to the Greek economy, real GDP of Greece contracted in 2009. According to the OECD
report, the present progress in the external environment should help activity to pick up slowly, and growth
could accelerate in 2011. Furthermore, in the report it was seen that gross fixed capital formation of Greece
was 4.6, -7.4, and -15.5 respectively 2007, 2008, 2009 years. According to the OECD’s expectation for 2010
year and 2011 year, gross fixed capital formation will be -6,3 and 4,6 respectively in Greece. Despite the
global financial crisis, FDI inflows in Greece registered a serious increase in 2008. According to Bank of
Greece data, gross inflows of funds from foreign investors reached 6.48 million Euro, while net inflows
reached 3.46 million Euro (www.investingreece.gov.gr).

When we look at unemployment rate of Greece, we see that it will be an increase in 2010. In 2010 this figure
is expected to be 10,4% while unemployment rate of Greece was 9,3% in 2009. It is also expected to be
10,4% in 2011 years (Economic Survey of Greece, 2009).
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Another Southern European Welfare Country, Portugal kept growing in the second quarter of 2009, but
according to the OECD report, this growth will remain subdued as private sector deleveraging constrains the
recovery. Thus, unemployment isn’t unlikely to increase to around 10% in 2010 (Economic Outlook no: 86
Portugal, 2009). Portugal received significant foreign direct investment in the past decade. EU Member
States are the main sources of FDI, particularly Spain, Germany, the United Kingdom and France. In the
OECD’s report, it was seen that gross fixed capital formation of Portugal was 3.1, -0.7, -13.6 respectively
2007, 2008, 2009 years. According to the OECD’s expectation for 2010 year and 2011 year, gross fixed
capital formation will be 0.4 and 2.9 respectively in Portugal. When we look at unemployment data of
Portugal, we see that it was 9.2% in 2009 year. This figure will be reached to 10.1% by increasing at 9,7%
in 2010.

According to the OECD report, although the recession started earlier in Italy then elsewhere, activity
rebounded in the third quarter. With improved financial conditions, confidence has been rebuilt and
domestic demand has been reinforced. Italian banks are exposed to low-risk products than those of other
large countries, as originators but also as investors. The reason for this is partly in consequence of their
conservative behavior and also of some regulatory and supervisory caution so banks have not closed or had
not to be bailed out (Economic survey of Italy, 2009).In spite of some falls in wage costs, higher unit labor
costs along with oil price upturn will keep within bounds the decline in inflation, while unemployment rises
somewhat further. Italy was given high public debt but did not present a large — scale fiscal stimulus. The
budget deficit, however, along with periodically weak revenues proceeds 5% of GDP and debt is expected to
increase to 120% of GDP by 2011. Because of growth’s picking up, significant fiscal consolidation efforts
will be required from 2011 onwards (Economic Outlook no: 86 Italy, 2009).

When we look into the case of FDI of Italy, we can say that Italy is one of the most important countries in the
world regarding FDI attraction. The privatization program led by the country and liberalization of the energy
and telecommunications markets which offer interesting opportunities to investors, all of which lead to an
increase in FDI of Italy. However, the foreign investment flow has slowed down in recent years and is
expected to continue to decline over the next years due to the global financial crisis (http:/www.egypt-
import-export.com/en/country-profiles/italy/investing). FDI of Italy grew to $19,6 billion in 2005 and
reached $39,2 billion in 2006. With this development, according to A.T. Kearney’s 2007 Confidence Index,
Italy was 5™ largest recipient country of FDI in Europe http://www.obeliskinvestmentproperty.com/Italy).
Gross fixed investment of Italy as percentage change from previous year was -12,6 in 2009. This figure is
expected to be 0,6 and 4,0 respectively in 2010 and 2011 year (Economic Outlook no: 86 Italy, 2009).

2. THE EFFECTS OF THE CRISIS ON INVESTMENT AND
UNEMPLOYMENT IN TURKISH ECONOMY

Labor is one of the most employed factors by obtaining the economic indicators. According to Dogan (1998)
gross national product (GNP) of countries depends upon both employment and efficiency of labor factor.
Labor is most important factor within GNP. Because the other production factors can not make any economic
activity without labor factor during realization production. An increase at a rate of employment in developing
countries such as Turkey provides economic growth. Because income enhances due to increase at a rate of
investment. Increasing income raises consumption expenditures. Individuals due to increasing in their
consumption expenditure firms also due to their increasing income pay too much tax. Because of this
enlargement government getting more taxes makes an investment in the field of education, security, justice
and medical. This provides economic growth. Key of economics growth is increase at not only a rate of
employment but also investment.

Foreign direct investment is one of the most important ways in order to acquire advanced technology in
developing countries. Foreign direct investments have serious impact in the process of advancement in the
field of technology in developing countries. According to Findlay (1978) foreign direct investments increase
rate of technologic advancement. This is supplied with the effect of advance technology which firms uses and
management practice. According to Wang (1990) an increase in the level of knowledge which used in
production is a function of direct foreign investments.
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Lipsey and Kravis (1987) argue that the long-run relation exists between capital formation and growth rate
providing efficiency use of investment by encouraging capital formation to occur next periods is support
point of economy.

Table 1: Capital Movements Over 1980-2004 Period in Turkey

Year Total Capital Direct Portfolio Long-run Capital Short-run
Movements Investments Investments Movements Capital
Movements
(net)
1980 672 18 0 656 -2
1981 899 95 0 683 121
1982 280 55 0 127 98
1983 883 46 0 39 798
1984 73 113 0 612 -652
1985 1065 99 0 -513 1479
1986 2124 125 146 1041 812
1987 1891 106 282 1453 50
1988 -958 354 1178 -209 -2281
1989 780 663 1386 -685 -584
1990 4037 700 547 -210 3000
1991 -2397 783 623 -783 -3020
1992 3648 779 2411 -938 1396
1993 8903 622 3917 1370 2994
1994 -4257 559 1158 -784 -5190
1995 4565 772 237 -95 3635
1996 5483 612 570 1636 2665
1997 6969 554 1634 4788 -9
1998 -840 573 -6711 3985 1313
1999 4935 138 3429 344 1024
2000 9610 112 1022 4276 4200
2001 -13882 2769 -4515 -1130 -11006
2002 2490 863 -555 2315 -133
2003 6363 1195 2565 -956 3559
2004 22660 1711 8070 6121 6758

Source: TCMB, www.tcmb.gov.tr

Table 1 shows capital movements over 1980-2004 periods in Turkish economy. According to Table 1, there
had been increases in capital inflow except during the years those are consider as the Turkish economy in
recession between 1980-2004. It seemed that there were increases at a rate of portfolio investment, long run
capital movements and short run capital movements but there were serious decreases in crisis years.

Table 2: Domestic Savings and Fixed Capital Investments

Year Domestic Savings Fixed Capital Investments
1980 16,0 21,8
1981 18,3 19,8
1982 17,1 19,2
1983 16,5 20,1
1984 16,5 19,3
1985 18,9 20,1
1986 21,9 22,8
1987 23,9 24,6
1988 27,2 26,1
1989 22,1 22,5
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1990 22,0 22,6

1991 21,4 23,7
1992 21,6 23,4
1993 22,7 26,3
1994 23,1 24,5
1995 22,1 24,0
1996 19,9 25,1
1997 21,3 26,3
1998 22,7 243
1999 21,2 22,1
2000 18,2 22,8
2001 17,5 19,0
2002 19,2 17,3
2003 19,3 16,1
2004 20,2 18,4

Source: DPT, www.dpt.gov.tr

Table 2 shows relation between domestic savings and fixed capital investments. According to Table 2, when
domestic savings’ rate fell, fix capital investment also fell and vice versa.

Graph 1: Unemployment Rates

- Turkey . OECD total

18 |

2008 2009 2010 2011

Source: OECD, www.oecd.org

Graph 1 shows us an ability to compare unemployment rate between Turkey and OECD countries. According
to OECD’s prediction for years 2010 and 2011, unemployment rate for both Turkey and OECD countries
will increase. But this increase has reached stable position since last quarter of 2009

Table: 3 Gross Fixed Capital Formation and Unemployment Rates, 2005-2008

2005 2006 2007 2008
Gross Fixed Capital Formation 20 22,1 21,600 21,500
Unemployment Rates: Total 10,2 9,9 9,8 11

Source: OECD, www.oecd.org
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Table 3 shows data of unemployment rates and gross fixed capital investment over period 2005-2008.
Because of current economic crisis, fixed capital investment has decreased and unemployment rate has
increased.

According to the TUIK study, a total of 3,471,000 people were unemployed in 2009, which means an
increase of 860,000 people compared to the previous year. The unemployment rate rose by three percentage
points to 14 percent.

Table 4: Turkey: Demand, Output and Prices

2007 2008 2009 2010 2011

2006
Current prices Percentage changes, volume (1998
TRL billion prices)

Private consumption 534,8 5,5 -0,1 -3,3 2,7 4,6

Government consumption 93,5 6,5 1,9 1,6 1,7 5,0

Gross fixed capital formation 169,0 3,1 -5,0 -21,3 4,1 9,7

Final domestic demand 797,4 5,1 -0,8 -6,2 2,8 5,5

Stockbuilding' -1,8 0,6 0,3 -2,8 2,5 0,0

Total domestic demand 795,6 5,7 -0,6 -8,8 5,3 5,6

Exports of goods and services 171,9 7,3 2,3 -7,5 4,5 8,8
Imports of goods and services 209,2 10,7 -3,8 -19,2 8,7 12,8
Net exports1 -37,2 -1,3 1,5 3,6 -1,0 -1,0

GDP at market prices 758,4 4,7 0,9 -6,5 3,7 4,6

_ 6,2 11,7 6,5 5,5 5,6

Consumer price index B 8,8 10,4 6,3 5,7 5,3

Private consumption deflator _ 6,6 10,3 5,6 5,6 5,4
Unemployment rate _ 10,1 10,7 14,6 15,2 15,0
Current account balance’ 59 55 19 28 33

Note: National accounts are based on official chain-linked data. This introduces a discrepancy in the identity

between real demand components and GDP. For further details see OECD Economic Outlook Sources
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and Methods (http://www.oecd.org/eco/sources-and-methods).
1. Contributions to changes in real GDP (percentage of real GDP in previous year), actual amount in the first
column.

2. As a percentage of GDP.

Source: OECD Economic Outlook 86 database.

According to the Table 4 fixed capital investment decreased in the ratio of 5% compared to previous year.
This decrease reached to -21, 3% by keeping declining. At the same period unemployment rate reached to 14,
6% with an increase in the ratio of 36% in terms of previous year in 2009.

3. EMPRICAL METHODOLOGY and RESULTS

We use to panel data analysis in this study. A longitudinal, or panel data set is one that follows a given
sample of individuals over time, and thus provides multiple observations on each individual in the sample
(Hsiao, 2003). Hsiao (2003) and Klevmarken (1989) list several benefits from using panel data. Some of
these include the following:

1) Controlling for individual heterogeneity.

2) Panel data give more informative data, more variability, less collinearity among the variables,
more degrees of freedom and more efficiency.

3) Panel data are better able to identify and measure effects that are simply not detectable in pure
cross-section or pure time-series data.

4) Panel data models allow us to construct and test more complicated behavioral models than purely
cross-section or time-series data.

Our central interest lies on testing whether the co-integration relation exists between unemployment level and
the gross fixed capital formation (investment). The annual data covering the period of 1985-2008 for 19
OECD countries is used for empirical analysis. The countries consist of Turkey, Austria, Australia, Canada,
Denmark, Finland, Germany, Greece, Ireland, Italy, Japan, New Zealand, Norway, Portugal, Spain, Sweden,
Switzerland, United Kingdom and United States. We obtain both unemployment level (UN) and Gross Fixed
Capital Formation (GFCF) used as investment rate obtained from OECD database.

Primarily, it is necessary to determine whether the variables used in the study have cross-section
dependency or not. We used Breusch and Pagan (1980)’s cross-section LM testing in order to investigate the
presence of cross section dependency between the variables used. Since number of cross-section observation
is smaller number of time series observation in our model, it is take into accounted CDLM1 test of Pesaran
(2004). CDLM1 test statistic is following as:

N-1 N
CDLMI= T. E 05 5 Xnv-1y, Where p is correlation of coefficient across residuals obtained
=1 j=1+1
from each regression estimated by OLS estimator. As can be seen from Table 5, we can not reject to the
none of cross-section dependency between GFCF and UN variables since the probability values of all
CDLM test statistics are bigger than at 0,05 significance level. Hence, we use first generation panel unit root
test instead of second generation panel unit root test considering cross section dependency.

Table 5: Results of Breusch and Pagan LM Testing

Test stat t-stat p-value
CDpmi 183,390 0,244
CDrm2 0,669 0,251
CDpm -0,829 0,203
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After determined the none of cross-section dependency, it is necessary to determine if the variables used in
the study are stationary or not. Therefore in the study Im, Pesaran and Shin (2003) (hereafter IPS), Fisher-
type test proposed first by Maddala and Wu (1999) (hereafter MW) then developed by Choi (2001), Levin,
Lin and Chu (2002) (hereafter LLC), Hadri (2000)’s tests are performed as first generation tests. In general,
type of panel unit root tests is based on the following regression:

AY,, =B.Y,,  +Z, y+u, (1)

it iti-1
where 1= 1,2,...,N is individual, for each individual

T=1,2,...,T time series observations are available, Z,, is deterministic component and u,, is error term.

The null hypothesis of this type is 0,=0 forV,. The first of first generation panel unit root tests is Levin,

Lin and Chu (2002) (LLC thereafter) that allow for heterogeneity of individual deterministic effects and
heterogeneous serial correlation structure of the error terms assuming homogeneous first order
autoregressive parameters. They assume that both N and T tend to infinity but T increase at a faster rate, so
N/T — 0. They assume that each individual time series contains a unit root against the alternative hypothesis
that each time series stationary. Thus, referring to the model (1), LLC assume homogeneous autoregressive
coefficients between individual, i.e. §,=p for all I, and test the null hypothesis H, : 8, = f =0 against the

alternative H , : B, =  p 0 for all i. The structure of the LLC analysis may be specitied as follows:
pj
AY, =0, + .Y, +8,0+ 3¢, AY,  +u, i=1. N t=1..T 2)
=1

where 7 is trend, @ is individual effects, u,,is assumed to be independently distributed across individuals.

LLC estimate to this regression using pooled OLS. In this regression deterministic components are an
important source of heterogeneity since the coefficient of the lagged dependent variable is restricted to be
homogeneous across all units in the panel (Barbieri, 2006). Other test, Im, Pesaran and Shin (2003) test
allows for residual serial correlation and heterogeneity of the dynamics and error variances across units.
Hypothesis of IPS may be specified as follows:

H, :B,==0 H,:B8,p0 foralli

The alternative hypothesis allows that for some (but not all) of individuals series to have unit roots. IPS

compute separate unit root tests for the N cross-section units. IPS define their t-bar statistics as a simple
N

average of the individual ADF statistics, t;, for the null as: 7 = 2 t,/N
It is assumed that t; are i.i.d and have finite mean and variance and E (7,), Var (7,) is computed using

Monte-Carlo simulation technique. Other test Maddala and Wu (1999) consider deficiency of both the LLC
and IPS frameworks and offer an alternative testing strategy (Barbieri, 2006). MW is based on a
combination of the p-values of the test statistics for a unit root in each cross-sectional unit.

Hadri (2000) test permits an easy formulation for a residual based LM test of stationary. Hadri adopts the
following components representation:

_ '
Y =2 y+r,+¢,

where Z; is deterministic component, r;; is a random walk:
I = i1t U

where uj: jid(O,a:)and €, ,1s stationary process. Hypothesis of Hadri test is different from other first

generation tests. The null of hypothesis of trend stationary corresponds to the hypothesis that the random
walk equals zero. Further, this test allows the disturbance terms to be heteroscedastic across i. The results of
unit root tests for UN and GFCF variables are summarized in Table 6 and Table 7.
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Table 6: First Generation Unit Root Tests for UN

First Generation Tests Test-statistic Prob. Value
LLC -1,85 (-6,71) 0,03 (0,00)
IPS -1,42 (-8,11) 0,07 (0,00)
ADF-Fisher 48,16 (135,96) 0,12 (0,00)
PP-Fisher 26,53 (106,79) 0,91 (0,00)
Hadri Z-stat. 7,21 (-0,52) 0,00 (0,69)

First difference of UN in parentheses.

Table 7: First Generation Unit Root Tests for GFCF

First Generation Tests Test-statistic Prob. Value
LLC 7,10 (-5,62) 1,00 (0,00)
IPS 8,98 (-7,36) 1,00 (0,00)
ADF-Fisher 7,26 (123,8) 1,00 (0,00)
PP-Fisher 9,65 (153,1) 1,00 (0,00)
Hadri Z-stat. 13,47 (0,36) 0,00 (0,00)

First difference of GFCF in parentheses.

As can be seen from Table 6 and Table 7, both UN and GFCF with individual intercept are nonstationary
variables 1% and 5% significance levels. When we look first differences of used variables, we say that these
variables are stationary at first difference is called difference stationary.

If the presence of a unit root is detected in the variables, then it is necessary to check for the presence of a
cointegrating relationship among the variables. There are two types of panel cointegration tests in the
literature. The first is similar to the Engle and Granger (1987) framework which includes testing the
stationarity of the residuals from a levels regression. The second panel cointegration test is based on
multivariate cointegration technique proposed by Johansen (1988).

Pedroni (1999, 2004) and Kao (1999) extend the Engle-Granger (1987) cointegration test. Kao(1999)
presents DF and ADF type tests fort he null hypothesis of no cointegration in panel data. Kao considers the
special case where cointegration vectors are homogeneous between individuals. Thus the test don’t allow for
heterogeneity under alternative hypothesis. The DF type test from Kao follows the following model:

Y,=a,+B.X,+¢, where i=l,...Nand t=1,...T. 3)

Both Y, and X, are random walks. It follows that under the null hypothesis of no cointegration, the residual

series, ¢,,, should be nonstationary. The ADF type test from Kao is based on the estimated residuals of the
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P
following equation: £, = p.£,,_, + E(pfAEA"”‘f +v,, where £, ,is the estimated residual of equation (3) and p

J=1

denotes number of the lags in ADF specification. To test whether ¥, and X, are cointegrated based on DF or
ADF test statistics, the null and the alternative hypotheses can be written asH :p=1,H,:p<1
respectively.

Pedroni (1999,2004) proposes a residual-based test for he null of cointegration for dynamic panels with
multiple regressors in which the short run dynamics and the long run slope coefficients are permitted to be
heterogeneous across individuals. The test allows for individual heterogeneous fixed effects and trend terms.
Pedroni considers the use of seven residual-based panel cointegration statistics, four based on pooling the
data along the within-dimension and three based on pooling along the between-dimension.

Johansen Fisher panel cointegration test combines individual Johansen's cointegration trace tests and
maximum eigen value tests. In Johansen’s multivariate cointegration technique, trace statistic tests for at
most r cointegrating vectors among a system of N>r time series, and the maximal eigen value statistic tests
for exactly r cointegrating vectors against the alternative hypothesis of r+1 cointegrating vectors.

Johansen Fisher Panel Cointegration technique has an advantage when compared with Pedroni and Kao Panel
Cointegration tests. It relaxes the assumption of a one cointegrating vector among the variables.

Table 8, Table 9 and Table 10 show results obtained from various panel cointegration tests. Table 8 shows
results obtained from Kao Cointegration Test. Lag is selected automatically 2 lags by AIC with a max lag of
8. We reject to the null of hypothesis of no cointegration relation between used variables at 5% significance
level.

Table 8: Kao Residual Cointegration Test

t-Statistic Prob.
ADF -2.217138 0.0133
Residual variance 4.96E+10
HAC variance 7.23E+10

Table 9 shows results obtained from Pedroni Cointegration Test for without trend model. It is reject to the
null of hypothesis of no cointegration relation between used variables at 5% significance level in terms of
Panel v-statistics and Panel ADF-statistics.

Table 9: Pedroni Residual Cointegration Test

Weighted
Statistic Prob. Statistic Prob.
Panel v-Statistic 3.797805 0.0001* 1.097118 0.1363
Panel rho-Statistic -1.035422 0.1502 -0.035304  0.4859
Panel PP-Statistic -0.676110 0.2495 -0.397201  0.3456
Panel ADF-Statistic -2.676211 0.0037* -3.985351  0.0000*

* stand for the level of significance at 5%. Lag lengths are chosen by Akaike Information Criterion (AIC).

Table 10 presents results of Johansen Fisher Panel Cointegration Test for the model without trend but with
intercept. Both trace test and max-Eigen test reject the null of hypothesis of zero cointegrating vector. The
hypothesis that there is one cointegrating vector cannot be rejected. Thus we could conclude that there exists
a cointegrating relationship between investment and unemployment level.
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Table 10: Johansen Fisher Panel Cointegration Test

Hypothesized Fisher Stat.* Fisher Stat.*

No. of CE(s) (from trace test) Prob.  (from max-eigen test)  Prob.
=0 78.24 0.0001 79.18 0.0001
r=1 35.94 0.5650 35.94 0.5650

* Probability values are computed using asymptotic Chi-square distribution. Lag length is selected as a 1 lag
that is minus one of 2 lags obtained from Kao test.

4. CONCLUSION

Globalization tendencies occurred as a result of technological innovations in recent years affect the fix capital
investment as well as all other investments. Also, the fix capital investment to be thought to bring up more in
the future is the most important factor for accelerating and expansions of globalization. Like in many
developing countries, fix capital investment accompanied by the change of sectoral structure in Turkey is the
fundamental element which determines economical growth. Fix capital investment has shown a very rapid
development in many developing and developed countries.

After the global economic crisis, tendency of dwindling in general occurred in the world economy. In this
process macro economic targets were based on increasing production and employment instead of providing
economic stabilization. In that way economic growth was aimed. Global recession has created negative
impacts on mainly consumption and production concerning consumption, employment and investment.

In this study, 19 OECD countries which include Turkey is selected by employing panel data in order to test
long run relation investment and unemployment by using cointegration tests. Panel data were obtained by
selecting annual unemployment level and fixed capital formation between 1985-2008 periods. Firstly, unit
root tests are applied in order to test series’ stationarities. After testing unit root of series, cointegration tests
are applied. According to the results of panel cointegration tests used in study, we accept to presence of a
long-run relation between unemployment level and investment in selected 19 OECD countries over 1985-
2008 periods.

As can be seen from obtained empirical results, in order to get over the crisis with minimum governments
must be focused on fixed capital formation. By using efficiently it, governments can struggle with
unemployment problem triggered by the crisis.
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ABSTRACT

Recession is defined by economists as a decline in real annual gross domestic product (GDP) for a period of
at least a six-months. As it is known, GDP is a measure of real amount of goods and services produced in an
economy in a certain period of time. A decline in real economy means less production. Less production leads
to less use of inputs of raw materials and semi-manufactures, an increased unemployment rate, a smaller
percentage of capital stock to be divided for production, which results in a decrease in full capacity. In short,
the decline in the amount of real production leads to a decline in the real income. In the marketing literature,
recession means a decrease in demand.

Business and marketing managers cannot control the recession in the external economic environment, but
they need to predict how their business will be affected by this recession and they should take precautions
against it. Recession can affect national and international, small and large businesses in different ways at
different levels. Differences in inflation and interest rates and different indicators in the economic
environment will also affect these factors. Due to these changes in the economic enviroment and business,
companies change their marketing strategies by making changes in marketing mix elements and target
market. They become more sensitive to customer requests and requirements, and develop new products or
implement downsizing strategies. The aim of this study is to examine the effects of the current global
economic recession on business and marketing strategies, and to suggest remedial marketing strategies to
cope with the global recession.

Key Words: Global Economic Crisis, Recession, Marketing Stategies

INTRODUCTION

Recently, the world has gone through periods of economic crisis. The most important ones are the Great
Depression in 1929, the economic crisis of July 1997 in Asia, which had regional and global consequences,
Turkish economic depression in 1994 and 2001, and recently the economic depression which started in USA
in 2008 and spread gradually across the world. In times of economic crisis, consumer behavior and marketing
strategies of companies are changing rapidly and this has important consequences. During a recession,
consumers tend to consume less and save money whereas companies develop strategies in order to increase
demand and reduce savings. The contradiction between this consumer behavior and those strategies adopted
by companies makes it essential to examine the effects of recessions on the economy (Ang, 2001:263;
Marangoz, Uluyol, 2010:83).

Companies continue to operate both in the internal environment which they can control and the external
environment which they cannot control. One of the uncontrollable factors affecting the operations of
companies is the economic enviroment. The fluctuations in the economic environment directly affect the
activity of companies. The global crisis experienced today brought together global economic recession and
this resulted in a decrease in demand, and business failure rate in Turkey came to the highest level in the last
twenty five years. As long as these changes in the economic environment follow a predictable trend and can
be pre-defined easily, companies can easily adapt to these changes and benefit from them.

Generally a crisis in economy is defined as ‘recession’. In a state of recession, economic growth decelerates
and gradually falls to negative values. In this case, employment rate begins to decline and the increase in
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general prices start to decelerate. Technically, the state of recession is defined as a continous decline in GDP
for two or three consecutive months.(Arikan, 2008: 12). Generally, the recession in local and regional levels
directly affect companies. Since the recession experienced in national or regional level will have local and
regional effects, solutions will also be local and regional. However, the global economic depression
spreading the world since the beginning of 2008 is considered to be the greatest depression after the Great
Depression globally experienced in 1929. This crisis affects national and international companies
dramatically. In this aspect, it is different from other local or regional crises.

In the literature, there is a limited number of studies investigating the marketing strategies implemented by
companies at times of recession. To date, there were crises at local (Turkey 1994-2001 crisis, etc.) and
regional level (such as the Asian crisis) and there is a limited number of studies related to these crises. These
studies generally examine the marketing strategies adopted during periods of economic crises. The number of
studies directly examining the marketing strategies at times of recession is very limited both in national and
foreign literature.

RECESSION IN GENERAL AND ITS CAUSES

According to the data published by the World Bank in January 2010, as a result of the global crisis which
started in USA in 2008, it is estimated that, world GDP declined at a rate of 2.2% in year 2009 when
compared to previous year. While developed countries contracted at a rate of 3.3%, developing countries
continued to grow at a rate of 1.2%. However, in this group, growth occured mainly in East and South Asian
countries like China and India. Economic shrinkage was observed in Central Asian and Latin American
countries and European countries which are not members of EU. It is estimated that in 2009, Turkish
economy contracted at a rate of 5.8% in 2009 according to the World Bank and 6% according to the Medium
Term Program. According to the estimates made by The Economist at the end of January 2010, among the 56
countries, 14 completed the year 2009 with positive growth while the majority 42 remained with negative
growth. Turkey, with a decline rate of 6%, was the 12th among 56 countries, which means that it contracted
more than 44 countries. (TISK Report, 2010). These data is a proof of an existing global recession. The main
factors causing recession in an economy are as follows (Dursun, Nakip, 1997:17-18):

Decrease in total demand

A decrease in total demand leads to a decrease in the level of employment and causes a decrease in profit and
income. If there is a great decrease in total demand, the economy will have to continue to operate under
capacity and unemployment will therefore increase. If the decrease in total demand exceeds a period of six
months, economic recession will occur. Total demand in an economy may decrease for several reasons.
These are, briefly,

* The government and public institutions reduce the purchase of final products and services,

¢ Tax rates increase, therefore,

* The consumers' disposable income falls, and

¢ This leads to a decline in spending.

¢ Consumers tend to save money and so they cut down on their spendings.

As a result of all these reasons, decrease in total demand will cause an increase in final product stock because
it cannot meet the total supply at the current price. This increase in the total supply will cause companies to
reduce their inputs demand and investments, and they will also increase layoffs. A similar situation will arise
for service companies. As a result, income will fall, unemployment will increase and the economy will enter
a recession period.

Decrease in total supply

A second cause of recession is the decrease in total supply. It results in decreased production and increased
unemployment. The basic factors leading to recession and decrease in total supply are briefly;

* Increasing prices of inputs of key importance, such as oil and energy.

¢ Shortage of inputs

¢ Tax increase,

¢ The application of anti-inflationary policies,
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* Enterprises canalize their investments to countries where working conditions are more flexible, labour
is cheaper and taxes are lower.

The Economic Effects of Recession

Simultaneous decrease in total supply and total demand will also cause recession in an economy. This will
also result in decreased production and increased unemployment.

Whether production techniques are traditional or modern and regardless of the geography, sector and scale,
economic recession affects all the institutions. Uncertainty of when the recession might end is the main
obstacle for institutional enterprises and individual families who will clearly reduce their spendings. The
main effects of a recession in economy can be summarized as follows: (Dursun, Nakip :1997:21-22):

Production loss: The first and the most direct effect of recession is the loss of production. Due to recession,
when the production factors remain idle, economy will produce less than it can. This will lead to a loss of
production. As a result of the loss of production, some of the requirements of the community will not be met,
living standards will decrease, taxes directly or indirectly collected by the state will reduce.

Increased unemployment: The second effect of recession is the increase of unemployment. The decrease in
sales will cause a decrease in revenues, and therefore, some companies will cease operations or narrow their
activities. When unemployment exists for a long time, some psychological or social problems will arise in
society. With the increase in unemployment, the number of unproductive people will increase and some of
the unemployed people who were previously productive will also join the group of consumers and this will
result in an increase in the number of employed people responsible for looking after those who are
unemployed. This means that investment funds will have to be allocated to consumption, so the economic
growth and development will slow down.

Decreased economic growth: Apart from unemployment and other psychological and social effects, decrease
in economic growth will also lead to a loss in future production. When the economy goes into recession,
investments also tend to decrease. The decrease in real production will result in a decrease in capital
investment which is one of the key factors of future economic growth and development. Therefore, the
economic growth and development in the future will slow down.

In order to cope with global, local or regional economic recession, companies must take various precautions.
The strategies adopted in recession period are naturally different from the ones adopted at normal times. In
times of recession, the most important and rapid change occur in marketing strategies.

MARKETING STRATEGIES DURING RECESSION AND
ECONOMIC CRISIS

When there is a recession in an economy the first thing the companies do is to cut spendings. The first
method that comes to mind to cut spendings is to reduce the number of staff and limit marketing spendings.
However, companies can benefit from the recession period by following effective marketing strategies. In
order to choose the best strategy during crisis period, the nature of the crisis must be understood well, the
intensity of the competition with the competitor companies must be examined, the current status of the
company must be assessed by SWOT analysis and the difficulties of the strategies to be applied in crisis must
be considered. (Yagci, 2009:278).

During economic recession, companies must adapt their marketing strategies in accordance with the period if
they want to gain market share and maintain their existing share. (Koksal, Ozgul, 2007). Since recession
leads to significant changes in customer behaviour, the goal of the companies must be to stimulate demand
and to create and produce new customers instead of creating and producing new products and services. This
goal should have priority not only at the marketing department, but also at all departments within the
company. To reduce the effects of recession, the product features and existing marketing programs should be
reviewed (Dursun, Nakip, 1997:23). Recession affects both the sales and profits of companies and marketing
strategies. Also, in shrinking markets, there is a tougher market competition and this affects competition
strategies. At times of recession, with the changing marketing conditions, companies can apply the following
marketing strategies related to marketing mix elements:(Ang et al. 2000, s.108)
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Product Strategy

Product features and product lines should be reviewed. Doing so will help companies observe how their
products perform in the market and which product characteristics are acquired positively by consumers.
These activities might show the necessary changes on the product line and product features. With regard to
products, some of the precautions that can be taken against recession are as follows: (Dursun, Nakip,
1997:24-25):

* Narrowing the product line.

* Launching more functional, cheaper products, and secondary brands in the market.

* Finding ways of using less input in the production in order to reduce costs.

* Applying quality discounts.

At times of recession, companies which are not financially powerful must not present new products to the
market in order to fill in the gaps at their product line. There are several reasons why companies must not
create new products. Firstly, the companies are already in a period of financial recession. Secondly,
customers who are already affected by the crisis do not tend to buy new products. Thirdly, competitors do not
fill in the gaps in the product line because they lack liquidity. (Ang et al. 2000, s.112). One of the primary
goals of companies should be to present a wide scale of products and options which will meet customer needs
and requirements at a maximum level. For launching a wide range of products to the target market, flexible
product options based on flexible production systems can be the solution. During recession, marketing
managers can analyze the surrounding target market to determine which factors affect (or are affected by) the
product range and company’s market performance. Therefore, with an external investigation to determine
company’s market share and product range, the following factors should be taken into account; (Titiz,
2003:116):

* The influence of population fluctuation on the product variety,

* How the demographic structure in the market affect the demand on product variety.

* Positive or negative effects of changing income levels on product variety.

* Analyzing the duration of products which are launched by the company or its competitors.

Price Strategy

For the consumers, price has a special importance especially at times of economic crises. At these times,
companies should take radical decisions about their prices. The most common decision is to apply short-term
discounts in order to increase sales volume. This situation decreases the profitability and may lead to
problems if applied for a long time. At these times, two different pricing strategies can be applied; (Ang et al.
2000; Hruzova, 2009:10):

* High quality, low price: Altough it results in a loss of customers with low income, the main consideration is
the quality of the product. Once the economic conditions improve, it will be easier to expand the product line
and increase prices.

» Low quality, low price: It is a suitable strategy to increase or maintain the existing market share in times of
recession. After the economic conditions improve, it is rather difficult to increase market share. Therefore,
companies should adopt different strategies( discounts, gifts...etc.) instead of making permanent price
reductions.

At the time of recession, some sectors may reduce prices whereas some others may increase. This entirely
depends on product features and the structure of target customers (Piercy et al. 2010:5). Companies must
review and regulate their prices taking into account the target consumers (Kambil, 2008: 51). The current
pricing structure of the company may aggravate the negative effects of recession on the company. In
recession periods with respect to pricing strategies, sales and revenues may be increased by (Dursun Nakip,
1997:259:

*  Price discrimination between different products

* Resorting to discounts where possible,

* Reducing prices,

* Promoting sales by credit,

¢  Centralizing pricing decisions,
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However, it should not be taken for granted that any change in the structure of pricing may affect the image
of the product and the company negatively and customers may regard these discounts as decreasing quality.

Promotion Strategy

Customers tend to change their buying behaviors and habits at times of recession. Therefore, promotion
strategies must aim not only to maintain existing customers but also to gain new customers. Customers prefer
to obtain more information at times of economic crisis. For this reason, in order ro gain customer’s
confidence, companies should provide information about the security, reliability and usefulness of their
products (Hruzova, 2009:12). This strategy is particularly important in the preservation of existing customers.

At times of recession, remarketing activities should be intensified by promotions. Also, by increasing
promotion activities the amount of demand will be increased.. The product's features, functions and
cheapness (if there is price reduction) should be emphasized and customers must be informed about how the
product meets their needs. If necessary, the method of planning the promotion budget should be changed.
Planning the promotion budget as a percentage of the previous year or expected sales will lead to the
inadequacy of the budget and so the sales will be affected negatively at the time of recession.. Therefore, the
promotion budget should be determined according to objective criteria and methods. Each potential customer
or customer group should be carefully examined and should be encouraged to purchase products. Selling
power also plays an important role at the time of recession. It should encourage to work more effectively and
efficiently and should trigger the increase of sales. (Dursun, Nakip, 1997:25-26). In order to overcome the
crisis period of recession, advertising and marketing efforts should be enhanced. The strategies adopted by
the companies which successfully coped with 2001 economic crises in Turkey are briefly as follows (Ugur,
2009:23):
*  Dove increased market share of 9.8 % to 15.7% in 2002 by increasing the share of soap brands from
17 % to 50% in TV commercials
e .Akbank emphasized trust, loyalty and friendship at the time of crisis and increased the number of its
customers from 3750 (pre-crisis) to 4800.
*  Alo targeted at customers who use their washing machines daily, increased the number of its
commercials and increased its market share of 3.5% in 1999 to 16.5% in 2001 despite the crisis.
*  Petrol Ofisi (PO) renewed its logo and increased its market share with new products first by 20%
then by 36%, thus increased its net sales by 89% in 2001.
*  Renault Scenic increased its market share from 2.1% to 3.8% by starting a promotion in 1998 and
continuing it in 2001.
*  Garanti Bank launched Bonus Card in 2001 and with the help of TV commercials and ads
increased the number if its member stores to 17.000. Its total revenue increased at 144% in the first
nine months of 2002.
®  Turkcell launched the ‘Free Girl’ campaign in September 2000 and increased the number of its
customers by 46% in 2002 by adding Tarkan to its promotion campaign.

Despite these gains, the majority of companies tend to cut advertisement budgets as a method of saving.
However, when the advertisement budget is reduced the sales decrease and the stock increase. And when the
competitors continue advertising, the market share decreases. Indeed, while advertising spendings decline
globally, successful companies like P & G and Unilever (the world's two largest advertising companies)
resumed advertising spending in crisis. In order to maintain their leadership during recession, the world's best
and leading brands resumed advertising spendings in times of crisis (Piercy et al. 2010: 5). When the crisis
ends, companies which do not stop advertisements are among the most successful ones.

Companies should reconsider their communication strategies in times of economic crises. Instead of using
traditional advertising mediums like TV, companies such as P & G, Unilever and Kimberly-Clark used
online communication mediums to promote their new products targeting especially young customers. By not
using traditional ways of advertising, these companies had achieved a great amount of savings. At times of
crises and recession, digital communication prevails and it becomes difficult to coordinate between various
mediums of communication (Piercy et al. 2010: 16).

Distribution Strategy

At the time of recession, the distribution system should also be reconsidered. Companies can increase the
sales and revenues by shortening the channels of distribution. Distribution costs can be reduced by directly
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presenting the product to the customer or eliminating the ineffective resellers from the distribution line.
When distribution costs decrease, it is reflected on the prices and this leads to an increase in sales and
revenue. However, this strategy is conidered to be risky since the eliminated resellers may go counter to the
company and its distribution line and may start to work with the competitors. Therefore, before taking such
decisions, it is important to try to estimate the duration of the recession, and determine the short-term and
long-term gains and losses (Dursun, Nakip, 1997:26).

At the time of recession, different distribution channel strategies can be applied. For example during the
Great Depression in the United States during the 1930s, the number of self-service retailers increased. Today,
in Sweden, it is possible to see that self-service is gaining prevalence. Moreover, nowadays, non-store sales
activities (by phone, e-mail, door to door, etc..)are also increasing rapidly. Non-store retail sale can generally
be a cheaper way to appeal to a large number of customers. (Hruzova, 2009:11-12). For example, internet
marketing is a very simple, effective and cheap way to appeal to a large number of customers at one time.

Competition Strategy

Each problem faced by a company can bring with it some new opportunities. Recession can reduce the sales
of some products while it increases the need for some others. Therefore, it is important to assess what
opportunities are created by recession and how the company can benefit from them effectively. Type of self-
made products, stores with limited product variety and cheaper generic products are among those
opportunities. (Dursun, Nakip, 1997:26).

At times of recession, companies must withdraw from the markets where they are weak and get stronger in
the markets where they are leaders and where they are strong. With limited resources, the companies must
stock their products and combine the same or the similar activities. At times of recession, companies must
choose markets with the highest potentials and canalize their resources to these markets.Companies which
have competitive power must increase their competition abilities. Markets that do not grow and the
operations in these markets must be eliminated. Resources gained from the withdrawn markets must be
transferred to the financing of strong and reliable markets (Ang et al. 2000:109).

When there is recession or crisis in an economy, weaker competitors in the sector of goods and services
withdraw from the market. While the market is being rearranged, the biggest competitors strengthen their
positions in the market. For example, recession creates opportunities for some manufacturing companies
while it exterminates some others. Strong companies get stronger by buying small companies and they get a
stronger position in the market in this way (Piercy, 2010: 9).

The Significance of Customer Relations

Economic recession affects customers not only financially but also psychologically (kdksal, 6zgiil, 2007). It
is observed that during these periods customers become more sensitive to the prices of the products. In such a
case, it can be beneficial to encourage credit card usage and create a pricing system which will
psychologically affect consumers' cost-oriented perceptions. (Altunisik et al. 2003:330). According to Ang et
al. (2000) buying behaviors of people change at times of economic crisis. During this period, people begin to
worry about their jobs and they tend to save their money. Acording to a study conducted by Neilsen
Company (2009), the basic thing that people never entirely stop consuming is food (Hruzova, 2009:1).
People start to worry about the future and avoid shopping and spending money. Even if they do shopping,
they only buy habitual goods and services At these times, customers are highly money-oriented. (Hruzova,
2009:7). Customers’ buying behavior changes at times of crisis and persists long after the crisis ends (Piercy
et al. 2010:6). At the time of recession, the changes observed in consumers’ buying behaviors can be
summarized as follows; (Dursun, Nakip, 1997:23-24):

¢ Instead of buying new products, consumers tend to content with what they have, or try to repair their

goods or get them repaired.

¢ They prefer the cheaper substitute of the product.

* They tend to buy from reseller institutions which have discounted prices

* They turn to cheaper brands

* They tend to give importance to the durability and affordability of the products

Because of such changes in customer behaviors, the target consumers should be reinvestigated and if
necessary, the definition of consumer groups should be changed. The identification of the target group(s)
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may alone enhance the performance of the company and determining the factors affecting consumers’
attitudes and expectations may help with the better understanding of the target group.

Entering into new markets

Economic crisis also create opportunities for purchases. In such periods, companies which are new or late in
breaking into the market can catch up with the market leaders with the help of purchases. On the other hand,
combinations and purchases can be an important and alternative strategy of entering new markets and
strengthening their market positions. In times of recession, companies must look for the ways to enter
growing and developing markets from their local market. (Ang, et al. 2000, 10-110). For example, in the first
six months of 2009, the export of Turkey fell 30.6% when compared to the same period of the previous year.
Therefore, Turkish exporting companies started to search for alternative markets and especially the
percentage of export to the North African region increased at 35% when altough it fell in the other markets
(Kalkan vand Ulkem, 2009; 3) . Within the framework of market diversification, in 2009 it is expected than
some countries will gain importace as new export markets. Among these are Azerbaijan, Algeria, China,
France, Holland, Italy, Qatar, Kazakhstan, Mexico, Egypt, Uzbekistan, Russia, Saudi Arabia, Turkmenistan
and Ukraine (Acar, 2009; 3).

CONCLUSION AND SUGGESTIONS FOR SOLUTIONS

In times of good economic conditions, it is not difficult for companies to increase their revenues. When the
whole market is growing, companies can also grow easily. However, when the economy is weak, it is
essential to create and implement an effective marketing plan. There are some strategies which are
appropriate to be implemented at times of recession.. These strategies focus specifically on the following
topics (Ang et al. 2000:117):

*  Defining the target market more clearly

* Reducing unnecessary spendings by eliminating unnecessary products and ineffective distribution

channels.

*  Conducting activities which will increase productivity,

* Focusing on more competetive products.

¢ Shifting to more profitable customers.

* Being closer to the consumers and investigating their needs and requirements more effectively.

Both in periods of economic crisis and in normal times, companies must regard advertising not as an
expenditure but as a kind of investment. It is a well-known fact that economic crisis is a difficult period for
countries, economies, companies and even for individuals. But the real issue is how to survive from the crisis
with the least damage. Companies must develop original marketing strategies

At times of recession, most companies tend to reduce expenditures. Advertising expenditure is generally
among those which is reduced first. Because senior managers (especially the ones who are finance-based)
regard advertising not as a profit generating medium but as a defence and insurance against the competitors.
In this classical approach, marketing and advertising budgets are designated as a proportion of the expected
revenue. However, a higher marketing budget means a higher revenue. In order not to experience bad
surprises, companies must be aware of ‘recession marketing’ techniques and in addition to the strategies
presented below, they must avoid the following issues (Biiyiik, 2003; Karata, 2010):

* Reducing marketing budget is not a solution. The important thing is not to let the structure to become
coarse. Companies should avoid unnecessary spendings such as the purchase of expensive furniture,
business class flights for sales team, and plane for the company.

* Companies must never fall below the quality expectations of customers.

* Companies must not attempt to burden suppliers and retailers with the load of the recession.
Otherwise, they can get their business partners grabbed by competitors.

* Companies must keep their products at low price for a period of time in order to prevent customers to
shift to cheaper products.

¢ If they have enough resources, companies can get the advantage of the recession period in gaining
market share.

* Research results show that if companies continue their marketing spendings in the period of recession
they become stronger in the market after recession.

* By a good analyze of expenditures, companies must gain savings from true costs. It is observed that if
companies analyze the business processes and cost items created by these processes they manage to
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create more value. By examining customer operations and the economy of customer relations,
institutions can do a more effective cause-effect analysis, and can build up an index of areas where
savings can be possible. Instead of an overall saving strategy which can affect the quality of service
supplied to the customer, companies must improve the internal processes or change them if necessary.
In this way, customers will be affected by the level of quality at a minimum level.

Suppliers can be used for lower and flexible costs. Studies show that companies become more
successful if they focus on their own specialized areas and give the other special responsibilities to
other speciliazed institutions. Such companies gain savings especially at short-term costs.

Customers supporting growth must be examined. In times of crisis, it is important to review the
service supplied to unprofitable customers who cause high operational costs. During The Far Eastern
crisis in 1997, Singapore Airlines limited the number of short-distance flights.

The distribution of marketing channels should be optimized. If they want to gain leadership in the
market, companies with multiple distribution channels must constantly control these channels in order
to see whether they are suitable to reach to the customers. It is important to have the most effective
distribution channel which is necesary for the most succeful customer relations.

At difficult times, it is important not to stop allocating resources for research and development and
innovation. The US-based Gillette Company, launched its shaving product ‘Sensor’ in the early
1990s, when there was recession in economy. Until 1997, 49% of Gillette's sales revenue consists of
new products which were launched in the last five years. In 2001 recession period, Intel, allocated
14% of its sales for product innovation investments in order to produce faster, cheaper and smaller
computer chips. the 2001 recession in the period, faster, cheaper and smaller computer chips to
produce 14% of sales devoted to investment in product innovation. This was the period of Intel’s
highest growth since 1996. Investments made during this period are Intel's highest growth since 1996
is the period recorded.

Some other solutions can be suggested, but recessions and economic crisis mostly cause restrictions rather
than opportunities. For this reason, as a management strategy, in order to stenghten their defence, companies
must adopt some offensive strategies. As a marketing strategy, companies must adopt adaptation and
improvement strategies (adaptation or rehabilitation) in order to adapt to the market and keep the existing
customers. In this way it is possible to be successful in improving the market and in being affected by the
crisis as little as possible. To sum up, it is significant to develop a strategic system without taking for granted
the period after crisis or recession.
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ABSTRACT

The purpose of this study is to search if Information Communication Technologies (ICT) have an important
role on economic performance of countries by achieving productivity increases. 2007 Global Financial
Crisis effected both advanced and less developed countries. But the countries, which have strong economic
infrastructures containing both reel sectors and financial systems, would be effected less than the countries
with weak ones. There is no doubt that strong real sectors and financial systems have high rates of
productivity which can be realized by ICT investments. Therefore it can be said that these countries have
strong economic infrastructures. We benchmarked the economic performances of OECD countries before
and after the global financial system. By doing this benchmark we found affection degree of countries from
global financial crisis. Also we used ICT data about the countries to measure the ICT infrastructure of
countries. We constructed a model which suggests that the countries with strong ICT infrastructures would
be affected less from external schocks such as global crisis. In addition we investigate if there is significant
relationship between affection degrees and ICT infrastructures of countries by using SPSS 16.00 statistical
package programme.

Keywords: New Economy, ICT investments, Computer Revolution, Productivity

INTRODUCTION

We are witnessing new era in which Information Communication Technologies (ICT) change all living
styles, rules, institutions, culture and economic infrastructures (Dura and Atik,2002,61; Kutlu and Taban,
2007,13). According to many scholars, heavy investments in ICT have changed the rules of economy
radically. These scholars notify that the superior performance of the US economy in late 1990°s is the
product of ICT investments. Because ICT investments caused an acceleration in labor productivity so that US
economy achieved economic growth, which is higher than 4 percent, with low unemployment and low
inflation rates. Therefore many researches have been published that deal with the contribution of information
and communication technology (ICT) to economic growth and to labour and multi-factor productivity (Dilek
and others,2009; Pilat,2004).

The world is witnessing the worst financial and economic crisis since the great depression. In 2007 US and
advanced economies found themselves facing financial crisis. Banks and other financial institutions would
ultimately lose billions of Dollars from their exposure to subprime mortgage market loans. Because of high
default rates on subprime mortgages, Investment bank Lehman Brothers went bankrupt in 2008 and many
financial institutions were bailed out by governments.

This paper aims to measure if countries, which use ICT widely in their businesses and industries, effected
less from the global financial crisis. The results will show if there is strong link between productivity and
economic growth. For that reason we used economical data that is obtained from IMF and Worldbank
sources, then developed the scale that measures ICT infrastructure. Our hypothesis depend on benchmarking
of affection degree and ICT infrastructures of countries. These data are interpreted by using SPSS 16.00
statistical package programme.

95



NEW ECONOMY

Technological improvements create very important effects on economy, enterprise management and society.
Nowadays ICT is a sector that acts as a motor in economy. As a result of the improvements in ICT,
the clear and constant effects experienced in economy made a lot of conceptions that

are necessary to be redefined in micro and macro levels (Kevik,2006;319). The changes,
that occured on ICT, effect the all sectors of economy. During 1995-1999, US productivity growth
experienced a strong revival and achieved growth rates that exceed that of 1913-1972. According to many
scholars, the internet and accompanying acceleration of technical change in computers and
telecommunications changed the rules of economy radically. These changes created new economy that has
equal importance, even more important than the Second Industrial Evolution of 1860-1900
(Gordon,2000;50). According to Sar1 (2007;659), the impact of internet on economic growth and
development is smilar to the impact of the spreadwide usage of railways for transportation on economic
growth.

There is not one definiton of new economy. Because it is not a single idea of one author or one group of
author. There is no general consensus among the economists using the term “new economy”. Bosworth and
Triplett (2000;1) emphasize “The new economy discussion has been inconclusive, because the term new
economy means different things to different people”. Several names such as information economy, Network
economy, digital economy, intellectual economy, new economy, knowledge economy are used to define the
economy climate that is created by the ICT revolution (Keviik,2006;321). But the most common name is new
economy.

Stiroh (1999;4) grouped ideas into three broad versions of the new economy. These versions are a long run
growth version, a business cycle version and sources of growth version. In all three versions, globalization
and ICT are driving forces that are changing economic infrastructure. Long Run Growth version argues that
economy will grow faster than before without increasing inflation. According to business cycle version
NAIRU has fallen. Therefore economies can provide low inflation and low unemployment together.
However this version has no clear explanation about how NAIRU was decreased. Finally, sources of growth
version argue that important sectors benefit from increasing returns, externalities and network economies. In
a network economy, investment of firm A increases the productivity of other firms. Therefore network
economy allows for on going growth that can quickly outpace traditional explanations (Stiroh,1999;5-9).

New economy arose because of the improvement in ICT. So new economy is the direct result of the ability of
higher bandwith communication systems to allow computer to computer communications or networked
computers. The new economy enables greater competition, productivity and high growth without inflation
(Waverman and others,2005;13).

The most important utility of new economy is the effective mechanism of old economy. Internet and ICT
decrease costs, increase competition, provide healtier working mechanism of markets, eliminate entry
barriers for markets, organize information flow between buyers and sellers, help productive working of
markets, provides economically usage of sources, increase economic efficiency. In other words, Full
competitive market, which is defined with no entry and exit barriers, unlimited share of information,
transaction with zero costs, can be reached because of internet (Sar1,2007;661).

Another property of the new economy is the nature of knowledge goods costs. As production of knowledge
goods increase, marginal costs decrease and come near to zero in new economy. So they have the similar
porperties of public goods. The cost of first production is very high, but the marginal cost of second and other
productions are very low. However this decrease was limited in traditional economy. After certain degree of
production, average costs started to increase again. For example the first production of software is high, but
then it can be multiplied with only the cost of CD (Sar1,2007,658; Keviik, 2006,329).

Widespread definition of new economy includes elasticity in labor market, a decrease in NAIRU, an
increasing stability in GDP and prices, an increase in long run growth performance. Although traditional
economy rules (Philips curve) say that low inflation can be provided with only high inflation, in new
economy rules are some different. The main reason of change in economy infrastructure is increasing
productivity because of the usage of ICT, networks (Ozgiiler,2003;6-7).
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PRODUCTIVITY

After the Computer revolution many scholars searched if ICT increased the productivity. Some of these
researches found that ICT investments had no role in neither labor productivity nor multi factor productivity
(Schrage,1997). Multi Factor Productivity increased 1.9 percent between the years 1948-1973, but the same
number was only 0.2 percent (Triplett,1999;310). Solow said his famous aphorism to explain this reality.
“You can see the computer age everywhere, but in the productivity statistics” (Keramati and Albadvi,
2006,813-814; Solow,1987).

According to Brynjolfsson (1996) the relationship could not be found because the quality of goods are not
counted and also the effects of ICT investments can be seen in long run. Then Brynjolfsson and Hitt (1991)
found significant relationship by counting good quality and lag in their model. Also other studies has shown
how ICT investments may enhance labor and Multi Factor Productivity (Colecchia,2001; Bosworth
andTriplett,2003; Gretton,2004; Baldwin,2004; Hempel,2002; Maliranta and Rouvinen,2004). The studies of
Atrostic and Nguyen (2002) and Motohashi (2003) found that networks may increase the productivity
statistics. Of Course the usage of ICT is effective when ICT investment is combined with other
organisational changes, such as new strategies, new business processes and practices, and new organisational
structures (Colecchia,2001; Black and Lynch, 2001; Falk,2001; Greenan and Guellec,1998; Arvanitis, 2004,
Hempell and others, 2004).

Emprical studies showed that US productivity increase faster than German and French productivity.
According to these studies German industry is %30 and French industry is %40 less efective than US
industry. Generally the reasons of the higher labor productivity of US industry are elastic work applications,
effective usage of ICT and effective competition climate (Salvatore,2005;59).

ICT revolution has similar impacts on economy, production and organization of firms with steam engine and
electricity revolution (David,1990,355; Sar1, 2007,658). Electricity and steam revolution enhanced economic
growth by the increase in productivity. Both NeoClassical Growth theory and Endogeneous Theory indicates
that Technological improvement is a key factor that determines sustainable economic growth (Colakoglu and
Dilek,2009;1).

The first point we have to care about is the decrease on costs and prices because of the usage of ICT. The
cheapest raw materials can be obtained easier, the supply chain works effectively and optimum inventory
controls can be done by the usage of ICT. For these reasons firms find opportunity to work with less costs.
Researches show that the goods such as books, CD, magazines etc. are sold with the %10 cheaper price in
internet than in the retailing shops. Also the cost of a simple bank transaction is 1,27$ when it is done in
branches, 27 cent in ATM (Automated Teller Machine) and 1 cent in internet (Sar1,2007;660).

Endogeneous growth theories started with the Pioneer study of Romer (1990). These theories accepts the
importance of technological knowledge, human capital, Research and Development activities on providing
sustainable economic growth. Emprical studies show that technological improvements are the most important
part of the sustainable economic growth (S6ylemez,2001;32). Schreyer (2000) investigated the contributions
of ICT investments on economic growth by analyzing G-7 countries. There are other studies that deal with
the contribution of ICT to output growth of countries (Mateucci and others;2005).

ICT INVESTMENTS

Economic theories have examined the importance of investment in public infrastructure. Some studies
(Delong and Summers,1991) confirmed that specific types of investment, such as public infrastructure and
machinery and equipment, have a strong association with productivity and growth. Communication
Technology is one of the important part of public infrastructure. So, investment in communication
infrastructure such as ICT, generates a growth dividend because the spread of them reduces costs of
interaction, expands market boundaries and expands information flows. Efficient communication networks
have ultimate importance in modern management methods. Also widespread usage of new technologies
provided new production methods and human resources management applications in work organizations,
new relationship types between suppliers and customers, new financial methods which enhances high labor
productivity (Salvatore,2005;63). For that reason, many studies have been done to measure the growth
dividend of communication investments (Hardy,1980; Waverman and others,2005; Schreyer,2000; Roeller
and Waverman,2001). These studies showed that communication systems generated economic growth by

97



enabling firms and individuals to increase productivity, to decrease transaction costs and firms to widen their
markets (Waverman and others,2005;13).

Roeller and Waverman (2001) searched the impact on GDP of Telecom infrastructure investments in the
OECD countries during 1970-1990 period. As a result of this study the positively significant relationship was
found between GDP growth and Telecom demand. It is found that the spread of modern fixed line telecoms
networks were alone responsible for one third of the economic growth between 1970 and 1990.

Waverman and others (2005), tested whether the roll out of mobile phone Networks had contribution to
economic growth. They found that mobile telephony has a positive and significant impact on economic
growth, and this impact may be twice as large in developing countries compared to developed countries.

Madden and Savage (1997) studied with the data of Central European Countries and examine the relationship
between growth and economy-wide investment. Finally, they found a positive and significant relationship
between aggregate telecommunication investment and economic growth. So improving the chronic
underinvestment in the telecommunications infrastructures of these countries may ultimately improve the
channel between aggregate investment and growth.

Collecia and Schreyer (2001), examined the contribution of ICT capital to economic growth in nine OECD
countries by looking at investment trends in ICT equipment and software and at the role played by ICT in
overall capital accumulation between 1980-2000. Contributions to growth are quantified in a growth
accounting framework. ICT contributed between 0.2 and 0.5 percentage points per year to economic growth,
depending on the country. During the second half of the 1990s, this contribution rose to 0.3 to 0.9 percentage
points per year. Effects of ICT on economic growth have clearly been the largest in the United States,
followed only by Australia, Finland and Canada. But Germany, Italy, France and Japan have the lowest
contribution of ICT to economic growth. There is evidence that new potential driving forces of growth such
as ICT, require suitable framework conditions. Many of the same policy prescriptions that may allow the
traditional factors of growth to work better are likely to be useful to improve framework conditions
conductive to ICT and related technologies.

Hardy (1980) tried to reveal the effects of telephone on economic development by constructing a lineer
regression model between income per capita and the infrastructure of knowledge society (Dura and Atik,
2002;192-193). The regression equilibrium is like (1)

D, =R(D,)+B(T )+ B(M,_)+ED,) (1)
T= number of telephone per capita =~ D=income per capita M=Radio number per 1000 person
E=error coefficient

METHODS

Data were provided from IMF and United Nations sources. We searched about only OECD countries to limit
our study. Also we can find healthy and enough data by chosing these countries. Then ICT infrastructure of
these countries is obtained from statistics which were published in World Development Report by World
Bank. Finally the regression and relationship between internet users per 100 people and PC per 100 people
are searched by using SPSS 16.00 statistical package programme. We utilized from previous studies that
search about the relationship between telecommunication, ICT equipment and software (Collecia and
Schreyer, 2001; Roeller and Waverman, 2001; Hardy, 1980; Waverman and others, 2005; Madden and
Savage,1997). So we revealed if ICT investments and infrastructures effect economic performance of the
countries.

Table 1 shows GDP per Capita of OECD countries. As it is seen 2007 Global Financial Crisis hit many of
OECD countries. As it can be seen that Table 1 is prepared with current prices, not constant prices. So we
neglect the effects of prices on GDP. As it is seen GDP of 28 countries decreased in 2009 according to 2008.
Only GDP of Japan increased in this period. The decrease on GDP of Canada (-%11,97), Hungary (-%16,48),
Iceland (-%28,48), Ireland (-%15,12), Mexico (-%20,37), Norway (-%16,04), Sweeden (-%15,70), UK (-
%19,21) are very interesting.

We have 2 suggestions in this study. First; ICT investments increase productivity. Second there is a strong
link between economic growth and productivity. So, we searched if the countries that invest in ICT realized
higher growth rates and were effected less by the global financial crisis.
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Table 1. GDP Per Capita Currently (US$) of OECD Countries

Country 2006 2007 2008 2009
Australia 37,540.078 | 44,744.830 | 48,950.711 | 45,586.534
Austria 38,926.450 | 44,842.945 50,039.067 | 45,989.216
Belgium 37,787.129 | 43,088.385 | 47,184.979 | 43,533.252
Canada 39269258 | 43,396.992 | 45,064.427 | 39,668.623
Czech 13,892.895 | 16,880.475 20,734.147 | 18,557.141
Republic

Denmark 50,553.516 | 57,043.577 | 62,237.763 | 56,115.347
Finland 39.414.657 | 46,425.654 | 50,890.524 | 44,491.538
France 36,865.182 | 41,940.056 | 46,034.707 | 42,747.218
Germany 35467551 | 40,479.996 | 44,728.509 | 40,874.635
Greece 23,835361 | 27,930.399 | 31,601.659 | 29,634.922
Hungary 11,205.352 | 13,746.152 15,477.498 | 12,926.503
Iceland 54,119.773 | 65,186.972 | 53,100.579 | 37,976.651
Ireland 52,348.556 | 59,940.022 | 60,509.995 | 51,356.276
Ttaly 31,917.687 | 35,992.658 38,887.233 | 35,435.145
Japan 34,150.333 | 34,267.767 | 38,271.388 | 39,731.042
Korea 19,706.593 | 21,653.274 19,161.952 | 17,074.325
Luxembourg | 90,714.821 | 106,983.251 | 118,570.050 | 104,511.858
Mexico 9,084.164 | 9,694.419 10216.692 | 8,134.745

Netherlands 41,497.698 | 46,906.268 52,499.721 | 48,222.920

New Zealand | 25,685.010 | 30,927.304 30,652.739 | 27,259.121

Norway 72,076.424 | 82,076.956 | 94,196.340 | 79,085.001
Poland 8,958.016 | 11,157.270 13,858.412 | 11,287.922
Portugal 18,466.704 | 21,085215 | 23,069.792 | 21,407.618
Slovak 10,375.118 | 13,934.860 17,598.559 | 16,281.591
Republic

Spain 28244152 | 32,443.423 35376.522 | 31,946.297
Sweden 43294.158 | 49,553.797 | 52,180.742 | 43,986.177
Switzerland | 53,690.939 | 59,474.651 68,433.124 | 67,559.571
Turkey 7,766.965 | 9,422.082 10,484.261 | 8,723.406
United

. 40,321.350 | 45,922.312 43,736.433 | 35,334.320
Kingdom

United States | 44,822.964 | 46,629.686 47,392.753 | 46,380.912

Source:http://www.imf.org/external/pubs/ft/weo/2010/01/weodata/weoselser.aspx?c=193%2¢542%2¢122%2¢137%2¢124%2c181%2c1
56%2¢138%2¢423%2¢196%2¢935%2¢142%2¢128%2¢182%2¢172%2¢576%2¢132%2¢936%2¢134%2c961%2¢174%2c184%2¢532%2
c144%2¢176%2c146%2c178%2¢528%2¢436%2¢112%2¢136%2c111%2c¢158&t=33 (date: 15.04.2010)

Table 2 shows internet users per 100 people. In Denmark, Netherland, Norway and Sweeden at least %80 of
people use internet and therefore they are leading countries in this statistic. Other Northern European country
Finland also has a higher rate on this statistic. Old Soviet Block countries (Czech Republic, Hungary and
Poland) and South European Countries (France, Greece, Italy, Portugal, Turkey and Spain) have lower rates
in this statistic. For 2007, the lowest rate is observed in Mexico. We found the average of Internet users per
100 people in OECD countries as 59,6 in 2007. Other continent’s countries (Canada, Japan, Korea, New
Zeland, US) have higher rates than the average except Australia and Mexico. Table 2 shows also personal
computers per 100 people. We found the average of personal computers per 100 people in 2006 as 50,7. Old
Soviet Block countries (Czech Republic, Poland and Hungary) again lower rates. But this time France has
higher rates than other South European Countries (Greece, Italy, Portugal and Spain). For North European
countries, again Denmark, Netherland, Sweeden have higher rates, but Finland and Norway have the rates
which are near the average. Turkey has the lowest rate in this statistic. Turkey, Mexico, Greece, Portugal,
Poland, Slovakia have low rates in both statistics. So they are behind other countries in computerization when
we are witnessing knowledge era.

We used Table 2 for calculating ICT infrastructure of countries. For that reason the sum of internet users per
100 people between 2000-2006 and Personal Computers per 100 people between 2000-2006 was calculated.
This sum is called as ICT infrastructure of countries. 2007 statistics about PC and internet has not been
published yet. Therefore they can’t be used in this analysis. Also it is meaningful to think that ICT
infrastructure of countries between 2000-2006 can effect the economic performance of countries 2007 and
later. Although Global financial crisis began in 2007 with the crash of financial institutions, it’s effects are
generally held after 2007. So we analysed the relationship between ICT infrastructure of countries between
2000-2006 and the GDP movements after 2006. In other words if ICT cause productivity and productivity
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cause economic growth, then we will see that the countries with high ICT infrastructure will grow faster and
be effected less from Global Financial Crisis.

Table 2. Internet Users per 100 People and Personal Computers Per 100 People

Internet Users per 100 People Personal Computers Per 100 People

Country 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006
Australia 47 53 58 60 62 63 52 47 52 57 60 68 68 76
Austria 33 39 37 41 52 55 61 36 42 48 55 58 61 61
Belgium 29 31 46 50 54 58 62 22 23 24 32 35 35 38
Canada 42 45 62 64 66 68 71 42 46 49 52 70 70 88
Czech 10 15 24 28 32 32 44 12 15 18 21 24 24 27
Republic

Denmark 39 43 64 71 76 77 83 51 54 58 58 66 66 70
Finland 37 43 62 66 70 73 77 40 42 44 46 48 48 50
France 14 26 30 36 39 43 50 30 33 35 42 50 58 58
Germany 30 32 49 54 61 65 69 34 38 43 48 55 55 61
Greece 9 11 15 16 20 22 29 7 8 8 9 9 9 9
Hungary 7 15 17 22 28 37 45 9 9 11 13 15 15 15
Iceland 44 49 78 81 82 86 65 39 42 45 46 47 48 53
Ireland 18 23 26 31 34 37 51 36 39 42 46 49 49 53
Italy 23 27 34 39 47 48 53 18 20 23 27 31 37 37
Japan 30 38 46 48 62 67 68 32 36 38 41 54 54 68
Korea 41 52 59 66 70 73 75 40 48 49 51 54 48 53
Luxembourg | 23 36 40 53 65 69 71 46 52 60 62 62 63 67
Mexico 5 7 13 15 16 18 19 6 7 8 10 11 14 14
Netherlands | 44 49 61 64 72 79 81 40 43 47 51 68 68 85
New 48 54 60 62 63 64 69 36 39 41 44 47 47 50
Zelland

Norway 27 29 73 75 75 80 81 49 51 53 55 57 57 59
Poland 7 10 21 25 29 35 40 7 9 11 14 12 19 24
Portugal 16 18 19 26 29 32 36 10 12 13 13 13 13 13
Slovakia 9 12 40 43 46 50 36 14 15 19 24 30 36 36
Spain 13 18 20 37 40 44 48 17 22 19 22 26 28 28
Sweeden 46 52 71 77 82 81 86 51 56 62 62 76 76 84
Switzerland | 48 55 62 65 68 70 71 65 68 71 71 83 87 87
Turkey 4 5 11 12 13 14 18 3 3 3 5 5 5 6
United 27 33 56 61 63 66 66 34 37 40 41 60 60 76
Kingdom

United 44 50 60 63 66 69 70 57 62 78 66 76 76 76
States

Source: WorldBank Development Indicators from www.nationmaster.com

ICT INFRASTRUCTURE AND THREE GROUPS

After calculation of economic infrastructure we sorted OECD countries according to their ICT infrastructure
rates. This gives us opportunity to divide countries into three groups. ICT infrastructures and groups are
shown in Table 3. We called first gorup as High Digitalized OECD Countries; second group as Medium
Digitalized OECD Countries and Third group as Low Digitalized OECD Countries.

Table 3. Economic Infrastructures of Countries

High Digitalized OECD Countries Medium Digitalized OECD Countries | Low Digitalized OECD Countries
1 Switzerland 138,71 11 Luxembourg 109,85 | 21 | Italy 66,28
2 US 130,42 12 Finland 106,56 | 22 | Slovakia 58,56
3 Sweeden 129,42 13 N.Zelland 103,42 | 23 | Spain 54,56
4 Denmark 125,13 14 UK 102,99 | 24 | Czech Republic 46,56
5 Netherland 121,70 15 Germany 99,13 25 | Poland 37,56
6 Canada 119,28 16 Japan 97,42 | 26 | Portugal 37,56
7 Australia 117,56 17 | Austria 96,99 | 27 | Hungary 36,84
8 Norway 117,27 18 France 77,71 28 | Greece 25,84
9 Iceland 115,13 19 Belgium 76,99 | 29 | Mexico 23,28
10 | Korea 111,28 20 Ireland 76,27 | 30 | Turkey 15,28
Average Shrank %11,13 | Average Shrank %9,75 | Average Shrank %12,21
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High Digitalized OECD Countries: These countries have higher economic infrastructure of other countries.
So they are the part of global network, the barriers against good-service trade and capital movements are very
weak. These provides both opportunity and threads for these countries. The members of these group are
Switzerland, US, Sweeden, Denmark, Netherland, Canada, Norway, Australia, Iceland and Korea.
Switzerland is the most digitalized country between OECD countries. It is observed that Sweedish, Danish,
Canadian, Norwegian, Icelander and Korean economy shrank by higher than %10 in 2009 due to 2008. Their
economy shrank by at average %11,13. This is not a low ratio. Although their economies have got the
productivity advantages of ICT, another effect came into account. The reason of this shrank is globalization.
These economies are more sensitive to the financial crisis than others, because of the improved Networks.
This result will be subject for further academic studies.

Medium Digitalized OECD Countries: These countries have economic infrastructure rates between High
Digitalized and low digitalized countries. The members of this group are Luxembourg, Finland, N.Zelland,

UK, Germany, Japan, Ireland, France, Belgium, Austria. They are not linked into world as strong as high
digitalized countries. Therefore they can protect themselves against global crisis easier than high digitalized
countries. Luxembourgean, Finnish, Nez Zellandian, Irelander and UK economy shrank by higher than %10
in 2009 due to 2008. Japan’s GDP increased in this period. Their economy shrank by at average %9,75. Even
we exclude Japan GDP new mean becomes %11,26, not much higher than high digitalized countries. It is
lower than the other two groups. Contemporary studies showed that ICT investments provide productivity
gains. When we suggest that there is a strong link between productivity and economic performance of
countries, then we should have seen that High Digitalized Countries with higher growth rates. But we didn’t
observed this solution.

Low Digitalized OECD Countries: These countries have the lowest economic infrastructure rates. The
members of this group are Italy, Slovakia, Spain, Czech Republic, Poland, Portugal, Hungary, Greece,
Mexico and Turkey. Their economy shrank by at average % 12,21. Spanish, Czech, Poland, Hungarian,
Mexican and Turkish GDP decreased higher than %10 in 2009. Also in 2010 Global crisis hit Greece
economy, but it was not seen in 2009 statistics. These countries are effected higher than the other countries.
Because of the low ICT investments, these countries have not utilized from the productivity gains. Probably
this is one of the reason why global crisis hit these countries strongly.

If ICT effected productivity and productivity effected economic growth then the countries with higher
digitalization degree, would be affected more from the global crisis and their GDP would decrease. However
the economy of medium digitalized OECD countries shrank less than the others. Because other factors such
as institutional infrastructure, financial transparency, economy policy etc are more effective than productivity
gain.

CONCLUSION

There are many studies which search about the relationship between ICT investment and productivity. If
productivity effects economic growth, in other words if there is strong link between productivity and ICT
investment then external schoks will effect the countries, that invest on ICT, less than other countries. First
we divided countries into three groups according to their ICT investments. These groups are High, Medium
and Low digitalized OECD countries. Then we searched if GDP of High Digitalized Countries decreased less
than the others. We got results as below.

1-) GDP of High Digitalized Countries decreased more than GDP of Medium Digitalized Countries.
2-) GDP of High Digitalized Countries decresed less than GDP of Low Digitalized Countries.
3-) GDP of Medium Digitalized Countries decreased less than GDP of Low Digitalized Countries.

Although second and third result is expected by ones who believe in strong relationship between productivity
and economic growth, first result does not defend this relationship. High Digitalized Countries have strong
Networks with the rest of the world and they have lack of protection of Global Crisis. We estimated that the
reason of first result is this lack of protection, but it should be proved by further studies.

As a result we could not confirm the link between productivity gain, which is obtained becuase of ICT
investments, and economic growth. But the productivity gains of ICT could not be seen until Bresnahan and
Brynjolfsson’s studies in 1990’s. We hope that further studies will show the mechanism, which studies how
productivity effect economic growth and prove the link between two variables.
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ABSTRACT

The aim of this study, in which the personnel turnover rates in Turkish banking sector is examined for the
periods before the crisis (2004-2006) and during the crisis (2007-2009), is to answer the question; “Is there
any statistically meaningful difference between the personnel turnover ratios for the periods before and
during the crisis in Turkish Banking Sector?”. In this scope, first the global crisis and personnel turnover
concepts are examined, then the personnel turnover ratios of Turkish Banking sector for the periods before
crisis (2004-2006) and during the crisis (2007-2009) are examined by Mann-Whitney U test. For description
purposes the increases and decreases in personnel turnovers are shown by bar and line graphs. Finally, to
make an international benchmarking the yearly personnel turnover ratios of the U.S. banks, which is
accepted as the starting point of 2007 crisis, are compared to Turkish Banks’ by the help of graphs. The
results of this study are given in “Conclusion and Evaluation” section in detail.

Keywords: Global crisis, personnel turnover, Turkish banking system.
INTRODUCTION

Economic crisis can arise in various forms like rapid downsizing in production, rapidly decreasing prices,
bankruptcy, rapidly increasing unemployment ratio, decreasing salaries, stock-market decline, and bank
crisis. Weak banking legitimate, complaisance and not satisfying standards of fundamental capital adequacy
can be listed as the main reasons of financial crisis (Stiglitz, 2001: 12). Besides the effects of crisis in macro
level it also causes many important problems in company level. One of these problems is its “negative effect
on personnel turnover ratio”.

In this study, the banking sector, which has a great importance due to its big effect on country economy and
high number of personnel, is chosen as the application area. The personnel turnover in the sector is examined
for before and during crisis periods. In this scope, the hypothesis of the study is “there is not a statistically
meaningful difference between the personnel turnover ratios of periods before (2004-2006) and during crisis
(2007-2009) in Turkish Banking Sector”.

Global Crisis

When the history of crisis is examined, the World Economical Crisis in 1929 is accepted as the first crisis.
The oil crisis at the beginning of 1970s caused a deep economical depression since recession and inflation
were lived together (Gii¢li and Ak, 2001: 913). After this crisis, the energy crisis related to the Iran
Revolution in 1979 and stock market crisis of the U.S.A in 1987 occurred. Towards the end of this century,
the crisis that enclosed the whole Asia and Latin America were lived. Then the new century has begun with

105



the global crisis that started in the banking sector due to the decreasing prices of the housing and the
collapsing of mortgage system in the U.S. and spread out to the whole world. This crisis is the second biggest
one, after World Economic Crisis in 1929 and it has been affecting all of the countries without making any
discrimination between developed or developing countries (Alptekin, 2009: 1).

Turkey met the crisis first by living a serious crisis due to the World Economic Crisis in 1929 and the debts
of Ottoman Empire (http://www.atonet.org.tr/turkce/bulten/bulten.php3?sira=316). After that period, Turkey
experienced many other financial crises like the other countries, due to the “restructuring of the economy”
and “financial freedom policy” applied to come out of the difficult and depressing times of political,
economical and social turbulences (Armutlu, 2005: 1197). The 1982 Banker Crisis, April 1994 Crisis,
February and November 2001 and finally 2007 crises have an important place in these crisis.

Personnel Turnover

The crisis always has serious effects on managerial issues. For example, a study on the impact of crisis on
Norwegian banks showed that managers contributed to the crisis, due to a set of common managerial
misrepresentations of the situation like “external attribution of failure, overoptimism and overconfidence, the
confirmation trap, the illusion of control, irrational escalation of commitment and insufficient adjustment”
(Lai, 1994:397-408). Besides these strategic human resources management becomes more important in such
crisis periods. Thus, in this study, the impact of crisis on the personnel turnover ratio, which is one of the
most important strategic management issues, is examined.

As a concept, personnel turnover is the ratio of the mobility of personnel in a specific period to the average
personnel number in that period. Besides the effects of personnel turnover ratio in company level, it also has
an effect on country economy especially on increasing unemployment. This subject has always been
attractive for the labor planners in general. Because like the increasing temperature of the organism is an
indicator of a problem, very high or low personnel turnover is an indicator for the managers telling that
“there is something wrong in the operation of the organization” (Gaudet, 1960:12).

In general, personnel turnover has positive and negative effects on both the companies and the personnel.
Positive effects are; providing new blood to the organization by the circulation of personnel, changing the
personnel that are old or have health problems with stronger and younger ones, meeting the personnel’s
career expectations by promoting them to the empty degrees, and contributing to the solution of their internal
conflict. It is also seen as an application which helps to sustain the opportunity equity in business life
(Saruhan, 1986: 50). Besides these positive effects, the negative effects of personnel turnover can be listed as
follows:

a) The “qualified labor” that is found in the quitting personnel, is reflected as an advantage to the
competitors (Rigers and Myers, 1989: 306).

b) Cause a delay in the operation of the company (Lam, Baum and Pine, 2003: 160—-177).

¢) The “qualified labor” that is found in the personnel quitting, causes more expenses since the
candidates will be less experienced and need training (Jones, 2005: 43-47).

d) The anxiety and stress of the personnel that are dismissed or saved from dismissing, damage the
organizational continuity and information flow (Aycan, Kabasakal, and Erkovan, 2009: 618).

e) The assumption saying “the quitting personnel is less productive than the remaining
personnel” causes “Hobo Syndrome”. This syndrome describes “the impulse of periodical
migration from one job to another” and it is believed that the personnel turnover creates this
impulse by instinct (Munasinghe and Sigman, 2004: 191-218).

f) Decrease in the performance of the department that has lost their personnel because this would cause
pressure and depression on the remaining personnel. The effects of this vicious circle make difficult
to keep the remaining personnel (Coomber, and Barriball, 2007: 297-314).

In the Strategic Human Resources literature, the concept of “exiting” is used as synonymous of personnel
turnover frequently. There are two types of “exiting”, which describes finishing the relations of personnel
with his/her organization. The first one is quitting the job voluntarily; the second one is being dismissed. The
high number of both types of exiting shows that there is a problem in the organization. But since this
application is seen as a tool for decreasing the expenses, controlling the risks and uncertainties (Aycan,
Kabasakal, and Erkovan, 2009: 618.), it is preferred frequently by the companies, especially in crisis periods
(Asunakutlu and Dirlik, 2009: 49-51). Thus, in this study “personnel turnover” is examined from “exiting”
point of view.
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METHODS

In the study, it is examined whether there is a significant difference for the personnel turnover of Turkish
Banks for the periods before (2004-2006) and during the crisis (2007-2009). In this scope, the personnel
turnover ratios are calculated by using the “Bank, Branch and Personnel Information” quarterly statistics (for
March, June, September and December) that are published by Turkish Banking Association (Turkish
Banking Association, www.tbb.org.tr) for the period 2004-2009. In the first part of the analysis, the banks are
examined in two groups as accepting and not accepting deposit, and then, the personnel turnovers are
examined for all Turkish Banks. In the second part, the banks accepting deposit is examined by its subtitles
as private, public and foreign banks.

Since the data is obtained by calculation, in the first two parts Mann-Whitney U test is applied, which is the
nonparametric correspondence of t test. Besides these tests the increases and decreases of personnel turnovers
for the respective data is described by bar and line graphs. In the third and last part, to make an international
benchmarking the yearly personnel turnover ratios of the U.S. banks, which is accepted as the starting point
of 2007 crisis, are compared to Turkish Banks’ by the help of graphs. The data for the U.S. is obtained from
the web site of American Bankers  Association (American Bankers  Association,
http://www.aba.com/default.htm). In this scope, the personnel turnovers are calculated by using the published
data with the help of equation (1):

. PE-PB
PersonnelTurnoverRatio = ———— (1)
APN
PE : The number of personnel for the end of the period that is interested in.
PB : The number of personnel for the period before the one that is interested in.

APN  : Average personnel number (Average of PE and PB)

FINDINGS

In this part, the Turkish Banks’ personnel turnover rates for all of the banks and sub units of the banks that
accept deposit are examined separately. Then the personnel turnover rates of the Turkish Banks and the U.S.
banks are examined and compared.

Personnel Turnover Ratios of Turkish Banks

In this part, first statistical analysis are done for the personnel turnover ratios of banks accepting and not
accepting deposit for the periods before (2004-2006) and during (2007-2009) crisis by quarterly periods for
each year. Then for comparison the bar and line graphs (see Figure 1 and Figure 2) of banks accepting and
not accepting deposit are drawn. Finally the analysis is done for all of the banks as a total.

¢ Banks Accepting Deposit

To find out whether crisis has a significant effect on personnel turnover or not, 2004-2006 period is
considered as before the crisis, and 2007-2009 period is considered as during the crisis period. As a result of
Mann-Whitney U test, the value of test statistics, U=62 and its respective probability value is P=0.59.

Since P = 0.59 > o = 0.05 , it can be concluded that there is no significant difference between the
personnel turnover ratios of the periods before and during crisis for the banks that accept deposit.

¢ Banks Not Accepting Deposit

Similar to the analysis of banks accepting deposit, Mann-Whitney U test is used for the comparison of
periods of before and during crisis for the banks that do not accept deposit. As a result of this test, U=47 and
its respective probability value is P=0.16. Since P = 0.16 > @ = 0.05 ¢ can be concluded that there is no

significant difference between the personnel turnover ratios of the periods before and during crisis for the
banks that do not accept deposit.

¢  Comparison of Banks That Accept and Do not Accept Deposit
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When Figure 1 is examined, it can be seen that personnel turnover increases upto 2008 continuously, then it
rapidly decreases to 2004 level for banks accepting deposit. The personnel turnover ratios for the banks that
do not accept deposit take its minimum value in 2005. This value is negative, which shows that the personnel
number is decreased compared to the previous year. The following years this value increases continuously,
but in 2008 it rapidly decreases to 2004 level and it again becomes negative. This can be seen in Figure 2.
When Figure 2 is examined, it can be concluded that there is a continuous increase in personnel turnover
ratios until 2008 for both banks accepting and not accepting deposit and then there is a rapid decrease.

Personnel Turnover of Banks That
Accept and Do Not Accept DepositIn
Turkey
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Figure 1. Bar Graph of Personnel Turnover for Banks Accepting and Not Accepting Deposit
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Figure 2. Line Graph of Personnel Turnover for Banks Accepting and Not Accepting Deposit

. All Turkish Banks
The results of Mann-Whitney U Test for all of the Turkish Banks (Accepting and Not Accepting Deposit) are

U= 61 and its probability is P=0.551. Since P = 0.551 > a = 0.05 , there is no significant difference
between the personnel turnover ratios of the periods before and during crisis, when all of the Turkish banks
are concerned.

Comparison of Personnel Turnovers of Sub-Units of Banks Accepting Deposit in
Turkey
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In this part, first the personnel turnovers of banks accepting deposit are evaluated within some of its sub-
units, public banks, private banks and foreign banks, and then these banks are examined by the help of graphs
given in Figure 3 and Figure 4.

. Public Banks
As a result of Mann-Whitney U test for public banks, the test statistics value is U=35 and the corresponding

probability is P=0.03. Since P = 0.03 < & = 0.05 , it can be concluded that there is a significant difference
for the personnel turnover of public banks when the periods before and during the crisis are concerned.

e  Private Banks
As a result of Mann-Whitney U test for private banks, the test statistics value is U=68 and the corresponding

probability is P=0.843. Since P = 0.843 > a = 0'05, it can be concluded that there is no significant
difference for the personnel turnover of private banks when the periods before and during the crisis are
concerned.

¢  Foreign Banks
As a result of Mann-Whitney U test for foreign banks, the test statistics value is U=57 and the corresponding
probability is P=0.41. Since P =0.41>a =0.05 , it can be concluded that there is no significant

difference for the personnel turnover of public banks when the periods before and during the crisis are
concerned.

¢ Comparison of Personnel Turnovers of Public, Private and Foreign Banks

When Figure 3 is examined, it can be seen that especially between the years 2005-2008, the personnel
turnover ratios of foreign banks are much higher than public and private banks. The ratio for public banks
increases in 2008 and 2009 compared to the previous years. The ratio for private banks becomes negative
only in 2007. This means; personnel number of private banks decreased in this year compared to the previous
one. These changes in personnel turnover of the banks are also shown in Figure 4 by the line graph. Both
Figure 3 and 4 show that while changes in personnel turnover ratios for public and private banks are parallel,
the changes for foreign banks has more sudden upturns and downturns.
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Figure 3. Bar Graph of Personnel Turnover Ratios for Public, Private and Foreign
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Figure 4. Line Graph of Personnel Turnover Ratios for Public, Private and Foreign

Comparison of Personnel Turnover Ratios of Turkish and the U.S. Banks

In this part, since the data for the U.S. was inadequate which was published in yearly basis, a statistical
analysis cannot be done. But to be able to make a comparison between the behaviors of Turkish and the U.S.
banks, bar and line graphs are drawn as seen in Figure 5 and Figure 6.

Comparision Between the Personnel Turnover of
U.S. and Turkish Banks

m Personnel Turnover in
U.S. Banks

m Personnel Turnover in
Turkish Banks

Figure 5. Bar Graph of Personnel Turnover Ratios for Turkish and the U.S. Banks

When Figure 5 is examined, it can be seen that there is a continuous upturn in Turkish Banks’ personnel
turnover ratios until the year 2008, but in 2009 there is a downturn approximately to the level of 2004. On the
other side, the U.S. banks’ personnel turnover ratios were almost in the same level in 2004-2006 but it
decreased in 2007 and it took a negative value in 2008 and 2009. The personnel turnover ratio for the U.S.
Banks had the minimum ratio in 2009. This can be also in the line graph given in Figure 6.
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Figure 6. Line Graph of Personnel Turnover Ratios for Turkish and the U.S. Banks
CONCLUSION and EVALUATION

As a result of the analysis, it is found out that there is not a significant difference in personnel turnover ratios
between the periods before and during the crisis when all of the Turkish Banks (accepting and not accepting
deposit) is concerned. More clearly, we can conclude that, in the crisis period, banks did not choose to
dismiss employees to decrease the expenses and increase the profitability. Despite this human resources
strategy, the banks did not bear a loss and mostly sustained the profitability level of the period before the
crisis.

In the study, the personnel turnovers are analyzed for also in the level of subtitles of banks accepting deposit,
as private, public and foreign banks in detail. It is found out that there is not a significant difference in
personnel turnover ratios between the periods before and during the crisis, when the private and foreign
banks are concerned. On the other hand there is a significant difference in personnel turnover ratios for public
banks but this result can also be explained by human resources strategies independent from crisis.

When the personnel turnover ratios of Turkish and the U.S. banking sector are compared for the crisis period,
the result is found as expected. Since the global crisis has emerged and spread from the U.S. banking sector,
it is natural that due to the damages and bankruptcies the employees in this sector had lost their jobs.

It is commonly accepted that “When compared to the other countries, Turkish economy managed the crisis
more strategically and so not affected as much as many other countries”. This general assumption is valid for
Turkish banking sector. The main reasons of why the effects of crisis on Turkish banking sector is low, can
be summarized as follows:

The crisis that has occurred in 1980-2001 period in Turkey had deep and destructive traces on Turkish
banking sector. Some structural and operational regulations were done for repairing this destruction and
decreasing the fragility of the sector to make the sector ready for the new shocks and crisis. In this scope,
Banking Regulation and Supervision Agency (BRSA) was established to organize and control the banking
system and Savings Deposit Insurance Fund (SDIF) was established to preserve saver’s rights and benefits.
Besides with new legal regulations the efficiency of these associations increased in time. For the public
banks; restructuring process was started and the task damages were refined. So usage of these banks by the
politicians for their personal benefits was avoided. As a result, financial risks were decreased to a
manageable level, the transparency in the auditing system was increased, capital structure was strengthened
by increasing the adequacy of sector’s capital and the fragile structure of the sector was eliminated.
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STRATEGIC FINANCIAL LEADERSHIP:
CANIT TAKE US OUT OF GLOBAL CRISIS?

Korkmaz Ulug¢ay
Beykent University, Turkey

ABSTRACT

The purpose of this study is to evaluate the level of trust to financial leaders who were mostly blamed for the
current economic crisis. People believe Chief Financial Officers (hereafter CFOs) played a key role in this
global crisis. To gain the trust of the people is essential for every leader. Financial leaders cannot be
effective without full confidence of the people. Due to lack of confidence, people feel overwhelmed with
problems.

The article proceeds in the following manner. First, the literature was briefly reviewed and the roles of CFOs
were discussed. The hypothesis was developed concerning the effects of financial leadership in the current
crisis. Then, the hypothesis was tested by using data from 384 people in Turkey. Finally, research findings
were discussed considering their impacts.

Keywords: CFO; confidence; finance, financial crisis; financial leadership

INTRODUCTION

A leader can be defined as an individual with the ability to influence others. Without trust, a leader cannot
achieve his goals. Leaders cannot be effective without full confidence of the constituencies that grant their
institution its legitimacy, nor can capitalism function without trust (George, 2008). One of the CFO’s primary
tasks is the analysis of a wide range of financial issues, resulting in recommendations for action to the
management team (Bragg, 2007).

The decline in confidence in financial leaders is outstanding. Nowadays we witness some governments have
to bail out many financial institutions to keep the system from breaking down. Although it has been said the
crisis was caused by complex instruments, the real reason was maybe the failures in leadership. While many
experienced people in financial markets warned the leaders against the forthcoming danger, few were
listening to them. In recent years, financial leaders felt forced to produce short-term profits, and massive
short-term gains caused great losses.

FINANCIAL LEADERSHIP

Leading CFOs around the world say they need “it” to bring their teams to the next level in driving business
performance within their organizations. “It” is Financial Leadership (Thomson, 2008). Some sources mention
about the “six Cs of leadership credibility”, which are Conviction, Character, Care, Courage, Composure
and Competence. On the other hand, due to another classification, some harder skills, such as strategic
planning, enterprise risk management, and continuous process improvement, and softer skills, such as
negotiation, collaboration, and change management are often taken into consideration. The first responsibility
of financial sector leaders is to create value for the owners of their companies. In doing so, they will make a
series of decisions that are good for the economy as a whole.

Leadership really is a continuum, an opportunity to continually grow and improve your ability to influence
others for the greater good (Thomson, 2008). The CFOs need to adapt quickly to new realities, changing
themselves as well as their institutions, rather than going into denial when things do not go as intended. They
should have the integrity to tell the truth, admit their mistakes, and acknowledge their shortcomings.
Leadership is not about being perfect. It is having the courage to admit when you are wrong and to get on
with solving problems, rather than covering them up. Resilience enables leaders to restore trust by
empowering people to create new solutions that build great institutions for the future. Only then can people
regain trust and confidence.

H: The current crisis caused a decline of the trust in financial leaders.
The CFO Team
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As the leader you cannot perform all the functions yourself (Adair, 1983). Regarding financial leadership,
CFOs are generally concerned that there is a gap between the current state of reality and the aspirations for
their CFO teams in helping to drive business performance inside their organizations. Stakeholders would like
their CFO teams to be more focused on decision support, helping to create wealth, and creating influence at
the table as a strategic business partner while still ensuring a clean bill of health for the company financially
(Boyle M. & Gaynor P., 2008). Today one can observe that the CFO team mainly focus on processing
transactions. In fact, it is time to make changes in the traditional CFO roles and every day it is getting more
important to be a strategic business partner. Developing skills on the CFO team, including financial
leadership, can bring the organization to a upper level of performance in global marketplace. In order to
achieve the desired goals, these skills should involve strategic planning, including integration of planning,
budgeting, and forecasting; “predictive” analytics, including more advanced forecasting methods,
competitive analysis, business intelligence, and data mining; enterprise risk management; financial statement
quality assurance; greater integration with IT; project management to enable the CFO team’s leadership role
on crossfunctional organizational initiatives; process management for key business processes; and “softer”
skills, such as negotiation, collaboration, change management, and communication (Thomson, 2008). From
an organizational perspective, that’s what financial leadership is all about. Besides, CFOs have to have a
strong ability to work with other members of the company who are probably not directly supervised by them
(Bragg, S. M., 2007).

Difficult times

Leadership and management are a lot easier when times are good, but organizational life runs in cycles, so
like it or not, times are also going to be bad (Autry, 2001). In today’s challenging economic environment, it
can be hard to justify an investment in the finance function. Leading CFOs know that a strong finance
function is very important and it guides their companies through difficult times. The world has to face a new
financial architecture and it is beyond the control of national governments. Recent financial crises have
shown the need for new kinds of global financial regulation. On the other hand, times of crisis should not
take attention away from the importance of transformation. In fact, being skilled in the business partner role
is a very important competency for hard times.

Today’s chief financial officers (CFOs) face a complex and challenging business environment. In this
environment, innovation is a must. Financial executives must play a leading role in accelerating strategic
growth across the enterprise. CFOs are uniquely qualified to provide meaningful input to their organizations’
current and future investments, participate in the broader corporate vision, and advocate and produce
strategic transformation. CFOs who understand this new requirement to be a catalyst agent of change—and to
lead transformation across the enterprise—can create enormous competitive advantage for their corporations
(Boyle M. and Gaynor P., 2008). Today, every CEO worth his salt wants to be transformational leader, in
part because down in the canyons of Wall Street, a good leadership persona can add several billions to a
company’s market capitalization (Dauphinais & Price, 1998).

Vision

The factory manager and the combat commander may be superb leaders, but many of their goals are set at
higher levels (Gardner, 1993). The visionary leader may generate new views of the future and may be a
genius at synthesizing and articulating them, but this makes a difference only when the vision has been
successfully communicated throughout the organization and effectively institutionalized as a guiding
principle (Bennis, Parikh & Lessem, 1994). The organizations require their CFOs to have the vision to look
beyond the basic functions of finance and to drive new value and higher levels of business transformation
and performance. You have to have a vision and you have to care — passionately (Peters & Austin 1985).
CFOs have to deal with changes. Demands on the CFO’s role have been mounting for years. New pressures
on the finance function, conflicting demands from different stakeholders, and increased business and
personal risk have eroded job satisfaction for many and made it difficult to stay with one company for long.
Then it’s ironic to note that the value of strong financial leadership— and the necessity for CFOs to
participate in the business at a broad and strategic level—has never been greater (Boyle M. and Gaynor P.,
2008).

Business partners

The CFO as a business partner does not have to neglect his/her other roles in the finance department. He/she
anticipates changes in the business environment and uses every tool at his/her disposal to drive improvement
and preparedness across the entire enterprise. This involves identifying the appropriate set of
improvements—ones that are aligned with the business strategy—and putting in place measurement
frameworks to gauge the success of those improvements and see that they return sufficient value. The central
theme of being a true business partner is transformation (Boyle M. and Gaynor P., 2008). Through continual
priorities and changes in the project portfolio, the CFO can make some adjustments that keep resource
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utilization aligned with business strategy. In addition, updating capabilities, tools and skills within finance on
a continuing basis, they can increase efficiency.

Strategists

With respect to formulating strategy, it may be true that, especially in larger organizations, only the more
senior-level finance professionals are actually involved in creating or formulating the organization’s strategy
(Thomson, 2008). Actually, for a successful strategy, every worker at every level need to understand how
their everyday work activities contribute to strategy. Strategic competency requires that the CFO focus on
growing the business and returning shareholder value. The CFO is maybe the closest person to the chief
executive officer (CEO) in the enterprise and he is always there whenever business strategy is discussed. The
CFO must be a leader in the creation and use of information across the enterprise, including business
intelligence and performance management techniques, to provide robust planning and forecasting, predictive
analytics, and results monitoring (Boyle M. and Gaynor P., 2008).

RESEARCH

The survey sheets with 20 questions (except demographic information) were used for 500 people. They were
workers in 37 different firms (banks, intermediaries etc.) in finance sector. The effective sample size of the
study is 384. On the other hand, some data were also collected through face-to-face interviews with the CFOs
of firms in the Turkish markets. The constructs in the study are developed by using measurement scales.
The survey has three parts. First part is about demographic and general questions. Second part investigates
the opinions and thoughts about the trust to financial leaders. Third part tries to find out how people think
about the financial leaders to get out of the crisis. Five Likert Scale is used in second and third parts. The
scales are

I strictly disagree=1

I disagree=2

I have no idea=3

I agree=4

I strictly agree=5

First Part of Survey
Table 1: Sex Classification

Frequency Percent
Male 262 % 68.2
Female 122 %31.8
Total 384 % 100

Table 2: Education Level According to Sex

Education General Female Male

Level Frequency | Percent | Frequency | Percent | Frequency | Percent
Primary- 0 0 0 0 0 0
Secondary

Lycee 55 %14.3 17 %13.9 38 %14.5
Bachelor or 329 %85.7 105 %86.1 224 %85.5
more

Total 384 %100 122 %100 262 %100

Table 3: Distribution According To Age

Age Frequency Percent
Less than 30 73 %19
30-39 161 %41.9
40-49 111 %28.9
50-59 39 %10.2
Total 384 %100
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The first part of the survey, as mentioned, is about demographic characteristics. 262 (%68.2) of the
participants are male, while 122 (%31.8) of them are female. The education levels of the participants
according to their sex are given in Table 2. It is seen that most of the participants (%85.7) have at least
bachelor degree. Since the firms in finance sector usually prefer to hire high educated people, there are no
primary-secondary school graduates; they are at least graduated from Lycee. The ages of the participants are
given in Table 3. Most of the participants (%41.9) are in the 30-39 years group. %19 of them are younger
than 30 years and %28.9 of them are between 40-49 years. It is seen that almost % 90 of the workers are
younger than 50 years. We can say that rather dynamic people are preferred in this sector.

Second Part of Survey

TRUST TO FINANCIAL LEADERS Average
1. Financial leaders deserve to be trusted. 2.02
2. Financial leaders are innocent on the current global crisis. 1.99
3. Personal expectations of financial leaders played no role in global crisis. 2.09
4. Economic system did not force financial leaders to make mistakes. 2.15
5. Financial leaders care enough about institution interests. 2.57
6. Financial leaders care enough about workers interests. 1.98
7. Financial leaders care enough about country interests. 1.99
8. Financial leaders take no high risks before crisis. 2.01
9. Financial leaders were not aware of forthcoming crisis. 2.44
10. Financial leaders gave no misinformation during crisis. 2.31
11. Financial leaders were helpful about market information before crisis. 2.65
12. The current global crisis caused no decrease in the level of trust to financial leaders. 2.09

Looking at the answers given to the statements above, we can say there is a decrease in the level of trust to
financial leaders. Considering that the participants are working in the finance sector, the results might be
reviewed more outstanding. Especially, we can say, people do not believe that financial leaders think of the
interests of workers and they do not think that they are innocent on the current global crisis. Not directly
asked in the survey; but we witnessed during conversations with participants, it was clear most of them had
the fear that they could lose their jobs during these days because of the crisis.

Third Part of Survey

SOLUTION TO CRISIS Average
1. Financial leaders took lessons from the global crisis. 3.5

2. Financial leaders can help to get out of the global crisis. 2.4

3. Financial decisions of firms cannot affect the levels of unemployment. 2.1

4. No need for financial leaders to make more transparent decisions in the future. 2.1

5. No need for a new mechanism for coordination in financial markets. 2.5

6. No intensive control of financial leaders needed after crisis. 2.0

7. No need to reconsider the whole financial system. 1.8

8. No need for financial leaders to change their mindset. 1.9

Considering the results taken from the survey above, we can say people think that financial leaders took
lessons from the crisis, but it is not easy to say that they believe they could take us out of it. It is also obvious
that financial leaders should change the way of leading they were doing before.

During interviews with CFOs, it is noticed that they were aware of the decline of trust and admit their faults,
but still they think “only they” can take people out of the crisis. In addition, they say that their intensions
were good and what they were doing, they thought, would be profitable for everyone.
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CONCLUSION

We can say that the survey shows the financial leaders and the whole financial system can play a serious role
to get out of the global crisis, but there are some changes to be made. First of all, there should be a change of
mindset. Taking lessons from the current crisis, the financial leaders should place the interests of their
institutions and society as a whole above their own interests. In order not to repeat the mistakes in the future,
after changing the mindset, most probably a new leadership is needed.

As mentioned above, the CFOs think “only they” can take people out of the crisis. This might be true,
because the skills they have, do not develop by accident. They are built over time by a sustained, focused
program of financial leadership that invests continually in people, processes and technologies financially
(Boyle M. & Gaynor P., 2008). They took risks, but maybe they had no other choices. Common sense
managers see risk-taking as a natural prerequisite for success (Wartburg, 1991). We should keep in mind that
CFO turnover is higher than ever nowadays.

Taking all the matters mentioned above into consideration, too, the leaders of institutions of international

finance, today’s policymakers and finance ministers can find the right way somehow to get out of global
crisis.
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ABSTRACT

After the liberalization of capital movements, Turkish Economy went through a crisis in 1994. The process
has ended up with the IMF stability program and the stand-by arrangement with the IMF after the financial
crises on November 2000 and February 2001. The reason for the financial crisis that intensified in October
2008 in USA was the low-income housing policy of the USA government. The sliding currency policy
implemented by USA before the crisis was misdirected.

In connection with the global crisis, there has been an economic recession in Turkey towards the end of
2008, and unemployment rate has increased rapidly albeit the economic stimulus packages proposed.
Despite a leastwise stability in Turkish markets, the socioeconomic outcomes of the crisis have become more
serious.

While those events in economy impacted upon the whole business world, small enterprises had great
difficulties. Especially the ones that were taking debt in foreign currency went bankrupt.

In this paper, we discuss the measures to be taken for the enterprises in difficulty during times of economic
CrIsis.

Keywords: economic crisis, enterprises in difficulty, management measures

INTRODUCTION

The failing of a firm under the circumstances of economic crisis encompasses a process including situations
ranging from a firm’s inability to administer its current account responsibilities for temporary causes to
bankruptcy.

Measures to be taken for the improvement of the financial situation of a failing firm differ in accordance with
the level of the enterprise’s financial distress. Management can help and guide the enterprises in difficulty
during times of economic crisis in certain ways with the aim of helping them survive.

Apart from the introduction, our study is divided into four parts. The first part deals with “Enterprises During

Times of Economic Crisis”, the second part with “Signs of Failure in Enterprises in Difficulty”, the third part
with “Decisions Made by Enterprises”, and the fourth part with “Management Measures”.

ECONOMIC CRISIS AND THE ENTERPRISES

Turkey took a remarkable step in foreign expansion policies with transition to convertibility in 1989. After
the liberalization of capital movements, Turkish Economy went through a significant crisis in 1994. The
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inflation increasingly reached %150, and Turkey entered into an economic recession. Right after these, the
crises experienced in global economy (November 1998 Crisis and the Asian Crisis) influenced Turkey
deeply.

Crisis means depression and despondency (Biger, 2008: 90). Crisis is the tension which is unexpected and
unforeseen, which threatens the existing values, aims and assumptions by making protection, prevention and
adjustment mechanisms insufficient and which should be responded to immediately
(www.forumpedi.net./halkla_iligkiler ve iletisim/kriz nedir 2619.html). Crisis is the significant decrease of
national income in a short time. Long-term crises are named as depression. Minus %1 growth is recession.
Crisis arises from the divergence of real and unreal economy. Another definition is the divergence of
financial and physical economy (http://hurarsiv.hiirriyet.com.tr/goster/haber.aspr?id=3708792yazanid=171).

Economic crisis, on the other hand, is defined as the macro-economic depressions occurring during certain
times unexpectedly or as the result of insufficient or wrong managerial decisions (Apak, 2009: 6). Another
definition is the recession or depression in which an economy can not develop with its own resources and
regresses (www.incefikir.com/index.asp?id=56888/).

Increases in the public sector borrowing requirement also led to the deepening of the crisis. The stand-by
agreement signed with IMF in the beginning of 2000 was an effort to re-stabilize economy in the following
three years. According to the agreement, the foreign exchange rate was to be determined as “peg”, and at the
end of the first year an inflation rate which will be in harmony with the foreign exchange rate was to be fixed.
At the end of the second year, it was to be permitted to move within the band regime (Erol, 2008: 1521).

In order to struggle with inflation, the structural harmonization programs were to be implemented in these
three years. However, the program could not be implemented as planned. In November 2000, i.e. towards the
end of the first year, a crisis emerged. Although there were efforts to escape it with little harm for a short
period time, in February 2001 the ongoing stability program and the stand-by agreement with IMF ended due
to the crises in the financial sector. Foreign exchange rate was freed under open market conditions and in a
very short period of time Turkish Lira was devaluated at a high rate. All these economic events influenced all
the enterprises, especially the small ones (Erol, 2008: 150).

In October 2008 the financial crisis that originated in USA influenced the whole world and all the sectors.
The crisis influenced also Turkey where massive dismissals, bankruptcies occurred and businesses were
closed. Both crises in economy and enterprises in difficulty have dominated the agenda in Turkey.

Phases of the crisis

In enterprises, crisis can occur in four different and distinct ways. Crises in enterprises consist of initial crisis
phase, acute crisis phase, chronic crisis phase and recovery phase (Cetin, 2009: 1184).

Initial Crisis Phase: If there are warning signs of the crisis, this is the initial phase. In many examples, this
phase is the turning point. If the turning point, i.e. the initial phase of the crisis goes unnoticed acute crisis
emerges. In the initial crisis phase the enterprise should recognize the signs of the crisis and take measures
accordingly. Irrespective of the signs in the initial crisis phase, the crisis management gets easier if they are
noticed in due time.

Acute Crisis Phase: In many aspects, this is the phase in which it is impossible to return to the previous
situation. The signs disappear and when an enterprise enters the acute phase it is impossible to regain what is
lost till then. The degree of the subsequent damage depends on the management. The acute crisis phase is the
phase when crisis is made a current issue.

Economic Crisis Phase: It is the period in which enterprises try to repair the damages of the crisis. For this
reason, it is also called cleaning period. In this phase there is recovery, enterprises make analysis and they
have suspects.

Recovery Phase: During this last period the enterprises observe the outcomes of the efforts to control the
crisis. In the beginning of the initial phase, the crisis manager should find the direct and appropriate control
mechanisms for resolving the crisis. In general, managers pay more attention to the acute and chronic crisis
phases and think of recovering as fast as possible and ways of avoiding other possible crises.
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SIGNS OF FAILURE IN ENTERPRISES IN DIFFICULTY

Signs of failure in enterprises in difficulty during times of economic crisis can be explained as follows
(James, 1997: 1):

a- Economic Failure: It is possible to mention economic failure when operating incomes are less than total
costs.

b- Company Failure: It happens when an enterprise can not meet its obligations to its creditors (Zenoff and
Zwick, 1969: 127). In this respect, economic factors include choosing a wrong place and the circumstances
of the industry, financial factors include high level of debt and inadequate capital and experience factor
includes management and inexperience.

c- Technical Bankruptcy: An enterprise goes technical bankrupt when it can no more meet its obligations in
due time and can not pay its due debts.

d- Bankruptcy: If the book value of an enterprise’s obligations is more than its assets’ market value,
liquidation of the firm comes up.

DECISIONS MADE IN THE ENTERPRISE

Decision can be defined as a judgment reached after thinking on an issue or problem or as the policy adopted
from among others in an institution, enterprise or in politics (Www.cep-x.com/cep-x-sozcuk/138034-karar-
nedir-karar-anlami.html). To make a decision is to choose the best among the existing options to solve a
problem (Can and Tuncay, 1991: 291). Decision-making processes are divided into following groups:
decision-making in risk environment, decision-making in uncertainty environment and decision-making in
certainty environment.

On the other hand, we can group the types of decisions to be made by the enterprises under three titles
(Ansoff, 1965: 9):

a- Strategic Decisions: These are the strategic decisions related to the existing and future system of an
enterprise. Generally, these decisions concern the outside environment of the enterprise. Decisions about
production and marketing fall under this category.

b- Administrative Decisions: These are the decisions related to the management of the enterprise. They
concern the structure of the organization, charges and responsibilities, workflow, information flow and
distribution.

c- Operating decisions: Production-oriented decisions made in the existing administrative processes including
pricing to maximize profit, settling marketing strategies, determining the production methods and stock
levels.

MANAGEMENT MEASURES

Management is the art and science of performing work by means of others (Can and Yasar, 1995: 75).
According to another definition, it is the coordination of the resources of an organization in order to attain a
goal (Yiksel, 2003:58). Contemporary management techniques in enterprises include management for
certain purposes, total quality management, exchange engineering, analogy and learning organizations
(Yiiksel, 2003: 88). Besides these, expectations from management especially during times of economic crisis
can be explained as follows (Cetin, 2009: 1186-1188):

Strategic measures
Swot Analysis: By means of swot analysis the strengths, weaknesses, opportunities and threats of an

enterprise and its state before and during the crisis can be evaluated, and the panic-stricken enterprise can be
put at ease.
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Barter system: In simple terms, barter is an exchange. According to its broader definition, barter is a modern
and comprehensive funding tool (Orten, 1998: 10-11). By means of barter system, during the time of an
economic crisis, an enterprise can secure its liquidity, have the opportunity to receive interest-free
commodity credit, increase its competitive advantage in marketing, gain new customers, increase its profit,
convert deferred claims into cash and take measures against inflation (Baysal, 1994: 11-14).

Planning: Managers should ascertain the state of the enterprise carefully. To achieve this aim, they should
clearly determine what they will do and where they want to be in the middle and long-term and they should
watch economic data closely. In this way, in case of an economic crisis, enterprises can implement their
measures.

Product Diversification: In parallel with the plans of the enterprise, marketing goals should be determined
according to the product groups. Profit goals, market share, product diversity and field of business activity
should be pre-determined and measures should be taken accordingly.

Human Factor: No matter how developed an enterprise’s technological infrastructure, it is human being who
will take these opportunities and make the enterprise successful. For this reason, employees should be
minded and continuously motivated. Otherwise, the enterprise might lose its staff in a small crisis.

Customer Satisfaction: The enterprise should exercise all due diligence to protect its reputation and should
sustain close customer and public relations. Especially during times of crises, it should not restrict its
customer services. Even a minor error in this respect might affect the future success of the enterprise
adversely.

Cost-cutting measures

During times of crises, one of the biggest problems of the enterprises is liquidity shortage. Thus, measures to
increase the liquidity of the enterprise should be taken. These measures include cutting the costs, avoiding
unnecessary costs and to economize (Cetin, 2009: 1186). Cost-cutting measures are as follows:

Suspending Production: If there is less consumer demand than the supply of the enterprise and build-up of
stocks, production might be suspended in order to avoid production costs and deplete stocks.

Downsizing of the Enterprise: The enterprise might maintain its activities in the fields where it is successful
and suspend them in the fields where it is weak and, by this way, can avoid the related costs.

Cutting Cost of Raw Materials: If the import costs of the enterprise are high and if the price of currency
increases, import inputs can be cut and these inputs can be obtained from domestic market, if possible.
Alternative sources of raw materials can be searched and cost of raw materials can be reduced.

Cutting Staff Costs and Number: During times of economic crisis, without damaging the internal discipline in
the enterprise, the number of staff can be decreased gradually when there is a decrease in enterprise’s

production due to the shrinkage in the domestic and foreign market.

Adjusting Staff Salaries: Staff salaries can be frozen, and if the crisis gets worse staff salaries can be reduced
with the consent of the staff, overtime and social assistance payments can be cut.

Cutting General Expenses of the Enterprise: Expenses of travel, hotel and business trips can be reduced
without disrupting workflow, freight costs can be reduced, public transportation can be used in order to
minimize fuel costs and stationery, electricity, water and telephone costs can be reduced.

Cutting Interest Expenses: Interest expenses of the enterprise might be cut by paying all credits in due time.

Suspending Investments: The enterprise might suspend optional investments in order to cut cash output for
these investments and stop making new investments.

Measures to accelerate cash flow

During times of crisis an enterprise, the financial structure of which is damaged and which is having
difficulty in meeting its obligations, should take measures to accelerate cash flow along side taking measures
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to cut its costs in order to recover. The aim is not to liquidate the firm but to ensure its survival (Akgiic, 1994:
917-919).

Extending Debt Maturity: Due to temporary reasons like crisis, a firm might be in a difficult financial
situation. In such a case, it would be wiser for the creditors to extend the debt maturity instead of having
recourse to law, which would result in the liquidation or bankruptcy of the firm.

Consolidating Debts or Refinancing: Consolidating debts or paying debts via borrowing new debts under
more convenient circumstances is another method of extending debt maturity.

Creditors might Disclaim Certain Amount of Credits via Amicable Settlement: Indebted enterprise might
make creditors disclaim certain amount of credits via amicable settlement and with the condition of paying
some part of the credits. It would also be wiser for the credits to disclaim certain amount of credits and to
receive a partial payment, instead of receiving nothing.

Re-arranging and Strengthening the Capital Structure of the Firm:
The capital structure of the firm might be re-arranged in order to increase equity capital and to alleviate its
fixed responsibilities. Measures to be taken in order to re-structure the capital might be:

* To allow capital participation in lieu of debts

* To give shares in lieu of equities

* To take new sharers

* Changing equities with fixed interest load with shared equities
* Reducing equity interests

Revaluation of Assets: Revaluating assets and using value increase to meet the deficit does not provide the
firm with new resources but help the firm to find new resources.

Selling Fixed Assets and Long-Term Leasing: Selling fixed assets and long-term leasing enables the firm to
benefit from the service of fixed assets and to maintain its activities along with providing the firm with new
resources. The firm can pay short-term debts and strengthen its capital structure.

Converting Shares and Fixed Assets into Money partially or fully: Converting shares, if any, into money
partially or fully can strengthen the financial structure of the firm. One function of sharing is that it can be
used as resource in case of unexpected situations.

Converting Debts into Security: The firm can pay back its short-term bank credits by putting securities and
equities on the market. In a crisis, it is difficult for an enterprise to sell securities on the financial market.
However, creditor banks can achieve this by giving guarantee for paying.

Proposing a Composition: Composition is the partial disclaim of credits. It resembles disclaiming certain
amount of credits via amicable settlement in terms of its outcomes. Composition is an agreement which is
made between debtor and most of its creditors, the provisions of which becomes valid upon the approval of
the commerce court and according to which unprivileged creditors disclaim a certain amount of their credits
and the debtor gets rid of its debts by paying the amount of debts accepted in the composition.

Changing the Financial Status of the Firm: If the enterprise has one owner, transition to ordinary share, or if
the firm is a company, changing the type are measures that can be taken to strengthen the financial structure
of the firm. Different types, especially joint-stock company type, can have superior aspects in terms of
providing the company with financial opportunities.

Merging with or Joining Other Firms: During times of crisis, a firm’s merging with one or more firms and
forming a new type of enterprise is another measure that can be taken in order to fix the financial structure.

Selling Some Enterprises Partially or Fully: If an enterprise has more than one enterprise it can sell some of

them partially or fully and can fix the financial structure of the remaining enterprises with the resources to be
obtained by this way.
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CONCLUSION

Economic crises experienced from time to time in Turkey have left enterprises in difficult situations and
especially small enterprises have been affected directly.

In the last decade, financial instability has been a characteristic of world economy and sequential, short-term
crises have made lasting impacts on the real economies of especially developing countries. Apparent impact
of the economic crises occurs in the financial markets while the real impact occurs in the real section.

In order to struggle with the crisis, Turkey should set an anti-crisis agenda and implement it immediately.
Managers of enterprises should take necessary management measures in order to struggle with the crisis.

Furthermore, during times of economic crises, professional associations should help business world and give
financial and consultancy support to the enterprises.
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ABSTRACT

The main aim of this study is to investigate whether perceptions of marketing managers of and responses to
the global recession differentiated among the companies in terms of the company size and sector. It is clear
from the former literature that both consumers and companies change their perceptions, attitudes and
behaviours during economic hardship. In this research, it was searched what the meaning of current
economic situation after the 2009 global recession to marketing decision makers is, what the effect of the
present economic conditions on marketing decisions is, what kind of arrangements marketing decision
makers are doing and how differ all these perceptions and activities according to the company size and
sector. In the study, totally 95 firms were surveyed, including 30 large industry firms, 30 large service firms
and 35 small firms. According to the results of the surveys, there are some significant differences between
large industry and large service firms as well as small firms and large industry firms in terms of their
responses to the current economic situations after 2009 global economic crisis while their perceptions of
crisis and the impact of the crisis on their companies does not differentiated according to their size and
sector.

INTRODUCTION

The last global economic crisis arised from the global banking crisis which stems from subprime mortgage
credits and appeared first in the US and then affected almost all countries in the world (Batirel, 2008;1). This
crisis made worse the effects of Asia Crisis which the globe has not fully recovered from. Thus the world
economy moved towards recession which is identified as fact of decreasing demand for raw materials,
products and services (Shama; 1993). In the US and EU countries, a recession is identified as at least two
quarters of a decrease in real GDP (Srinivasan et al, 2005;110) and recessions can firmly affect the
performance of whole economic sectors (Cundiff, 1975; 2, Shama;1993;64, Srinivasan, Rangaswamy and
Lilien, 2005; 109, and Quelch, 2008; 1).

The recession like other economic crises affect consumers’ perceptions and behaviours (Kotler, 1973;43,
Kelley and Schwee, 1975;45, Cundiff, 1975;1, Shama, 1978;46 , 1993;6 and Shapiro, 1985;28). Related
literature stated that consumers change their perceptions, preferences and purchasing behaviours during
economic downturn, in recession in particular (Shama, 1978;45, Ang et al , 2000;98, Ang, 2001;6 and Na et
al, 2003;48). For this reason, marketers need to adjust their strategies according to these changing perceptions
and behaviours (Shama, 1993;63).

During the recession, marketing function plays a crucial role in a lots of decision areas (Cundiff, 1975;1).
The decisions sometimes may be important for their survivals (Torlak, 2005;41) and sometimes to stay
profitable and consumer-responsive (Shama, 1993;64) while some firms view the recession as an opportunity
to develop (Srinivasan et al, 2005;110). This difference may be relevant with the insights of the companies
regarding the recession or the company size and sector (Shama, 1993; 65). Eventually, it can be said that the
recession may affect firms in a different size and sector and marketing decision makers get diverse strategic
measures to adopt changes in economic milieu (Shama, 1993;63).

After all, this paper seeks to find out perceptions and responses of the marketing decision makers to the last
global recession regarding the company size and sector in Turkey by measuring the followings:

1. The meaning of the current economic situation after the 2009 Global Recession to marketing decision
makers
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2. The effect of the recent recession on their marketing decisions
3. Their adjustments in marketing strategy and activities regarding the global recession.

Another purpose of this paper is to make recommendations to marketing decision makers and whole
economic players as well as marketing academicians. Performed the aims of this paper, the research will be a
connection between the companies and scholarly marketing literature.

LITERATURE REVIEW

Some researchers defined the relationship between the recession and marketing related issues in the literature
(Yang, 1964;26, Cundiff, 1975;1 and Coulson et al, 1980;99, Shama, 1993,63; Srinivasan et al, 2005;112,
Quelch, 2008;1). Recession was defined as a situation in which the demand for a product is less than its
previous level by Kotler (1973) and as decreasing demand for raw materials, products and services, including
labour by Shama (1978;45). The next researches (Goodell and Martin, 1992;7, Shama, 1993;64) remarked
again similar but limited issues of the recession and marketing relationship. Companies’ various responses to
the recession were also stated in Barwise’s various studies (Barwise, 1999;10, Barwise and Styler, 2002;6).

Cundiff (1975;1) and Srinivasan et al (2005;112) stated that some companies fall down during recession
while some others prosper and even develop. Various researches indicates that the firms investing during
recession may get considerable benefits (McGraw-Hill Research, 2002; Strategic Planning Institute, 2002).
Some researches reveal the results of proactive marketing strategies during economic downturn (Teece et al,
1997;512, Srinivasan, 2005;113). On the other hand, lots of firms severely reduce the marketing expenditures
in economic downturn and firms may be also forced to fire some of their employees, or diminish wages
(Cundift, 1975;1).

During a recession, consumers are spending less and saving more of their income (Cundiff, 1975;1) and they
become value-oriented (Quelch, 2008;1). There are many other researches indicating that consumers change
their purchase behaviours regarding all marketing mix elements during economic distress (Shama, 1978;45
Milanova, 1999;426, Ang et al, 2000;99 Ang, 2001;7). There are several indicators which measure
consumers’ attitudes toward the economy as a whole and perceptions in particular. These measurements may
differ according to the countries. The Survey Research Center’s Consumer Centiment Index (CCI) and The
Conference Board’s Consumer Confidence Index (CCI) are two of them used in the US (Shama, 1993; 62).
In Turkey, Consumer Confidence Index shows the general tendency of consumers toward economy.

As a reaction to these shifts, many changes also occured on the firm side. Quelch (2008;1) underlined eight
factors four of which are maintaining marketing spending, adjusting product portfolio, supporting distributors
and adjusting pricing tactics which firms should take into consideration during the recession. Besides,
Bonoma (1991;10) recommended to marketing managers about the recession as marketing practices to avoid
'empty middle' marketing, not to mistake expansiveness so much, “do more for less and remember and what
winter is like when summer again comes”. 1t is specifically emphasized that marketers use considerable more
coupons in marketing mix to battle the negative effects of the recession and ell-planned promotion, product
policies and quality are noteworthy issues for the firms during recession according to Cundiff (1975;1).

There are also important but limited researches about the recession and marketing relationship regarding
company size and sector in the literature. A research reported that small companies are much more affected
by recession (Feder, 1991;22, Torlak, 2005;43) and Shama cited from Bowers’ (1991) journalistic literature
that how small firms reduce their expenses in economic hardship. Torlak (2005;47) also stated that small
firms should know how to adjust pricing, carrying out advertising policies and granting credit to customers.
MarketingSharpa(2008) examined te marketing during a downturn on the orher hand, reported that mid-size
companies and manufacturing companies in particular, experience more hardship. Beyond these studies,
Mandel (1991;60) and Shama (1993;65) who benefited from journalistic literatures of Pearlstein (1991),
Stout (1990) and Nasar (1991) published in several journals investigated effects of recession in service
sectors.

Recession in Turkey

Recession was felt since the last quarter of 2008 in Turkey and recently a recovery is felt by various
economic signs. The financial indicators confirmed that Turkish economy has been severely affected by the
recession and then have just leant to rise again. The unemployment rate was recorded at 11,6% in January
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2008 while the rate increased to 15,5% by January 2009 while decreased to 14,5% by January 2010 as well
as Monthly Industry Production Index declined 20,9% during February 2009 comparing with February 2008
and it increased again 18,1% by February 2010 comparing with the last year (TurkStat). Table 1 also shows
the fluctuation in GDP amounts from the first quarter of 2008 to the last quarter of 2009 in Turkey.

Table 1: Gross Domestic Products for Eight Quarters in Turkey between the first quarter of 2008 and the
fourth quarter of 2009 (in million dollars).

GDP FOR EIGHT QUARTERS IN TURKEY
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Source: TurkStat, http://www.tuik.gov.tr/PreHaberBultenleri.do?id=6219 (19.04.2010)
Table 2 reveals that consumer confidence index (CCI) decreased by June 2009 and increased by January
2010 in Turkey. This graph also confirms general tendency regarding consumers’ common attitudes towards

economy.

Table 2: Consumer Confidence Index Between the March 2009 and the March 2010 in Turkey
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Firms adjust their strategies in terms of consumers’ attitudes and behaviours so it’s expected that firms’
general insights are in company with the fluctuation of general economic indicators.

Company-Size Level

Companies with different size may face to different economic environments depending on their target
markets and market power. Larger firms usually have more market power which may help them weather the
economy has bad effects on their functions (Shama, 1993:67). However, a small business might have a small
market niche which can protect it during a recession while other small firms unable to borrow needed cash.
Shama (1993; 67) examined the journals of Feder and Bowers in his study. Feder (1991) stated that
especially small businesses are affected in the recessionary milieu, and Bowers (1991) stated how small firms
are reducing their expenses in their journals. On the other hand, Marketingsherpa examined te issue of
marketing during a downturn via a research carried out by itself (MarketingSherpa, 2008). It was surveyed
whether the marketing budget and effect of downturn is changed in response to the economy through
company size in MarketingSherpa Survey, 5;11).

129



Torlak (2005;41) emphasized that recssions initially become a threat for small firms regarding their scales
and they should know to adjust pricing, advertising, selling promotions and granting credit to customers.

Shama (1993) reported that marketers in small firms and large firms perceive the economic situation
differently. According to his findings, perception of economic conditions and perceived impact of economic
climate as well as adjustments to the changing conditions vary by firm size.

Sector Level

The theory about sector-level studies is that different sectors may be experiencing different economic
climates in the same economic milieu. Service sectors generally have been seen as developing sectors for
many years. However, Shama (1993;65) reported that the service sectors are also in recession referring to
journals of Nasar (1991) and Stout (1990).

Nasar (1991) stated that the service sector in the United States initially regarded as an engine for new jobs, is
undertaking a wide cutting back, much as the industry sector did in the former decade. According to Nasar,
such a cutting back characterizes service firms in retailing, financial services, accounting, real estate, and
temporary help. Mandel (1991;61)also differentiated different service sectors, stating development in some
firms and decrease in other firms. Pearlstein (1991) examined the recession in the financial sector as an
example of recessionary pressure in the service sector.

Shama (1993;66) studied wheather the marketers perceive the economic conditions and adjust their
marketing activities differently in terms of their sector. He found out that there’s significant difference
between firms for perception of recent economic climate, perceived impact and adjustments in marketing
activities in terms of firm size. Additionally, service firms are differentiated from industry firms regarding
especially promotional appeal, spending relatively more on printed media, adding more distribution channles
increasing market segmentation efforts, diversifying and reducing labour force.

To this end, in this study we constructed our hypotheses as:

HI1: The subjective meaning of 2009 recession to marketing decision makers vary by company size, as small
and large, and sector in Turkey.

H2: The perceived impact of the economic environment of 2009 recession on marketing managers vary by
company size, as small and large, and sector in Turkey.

H3: The arrangements of marketing managers out of 2009 recession vary by company size, as small and
large, and sector in Turkey.

RESEARCH METHOD

Sample

To test the hypotheses of this study, three samples of marketing decision makers in different sectors and
different size companies were surveyed. There are three sample groups which are large industry firms, large
service firms and small firms and their populations as can be seen below:

Sample 1: 60 randomly selected companies from Fortune 500: Large industrial firms

Sample 2: 40 randomly selected companies from Fortune 500: Large service firms

Sample 3: 60 randomly selected small business companies KOBINET list: Small firms

Large industrial and service firms are selected from Fortune 500 Turkey list. KOBINET includes the list of
small and mid-size companies so small firms are selected from KOBINET list.

Procedure

In this study, a scale developed by Shama (1993) was used. The scale including mostly close-end, Likert-
scaled questions about the meaning of the present economic environment to them, the impact of this
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environment on their firms and their marketing activities and their responses to the perceived economic
milieu. Particular questions measuring the affect of and adjustments to recession were constructed, based on
marketing literature (Kotler 1973, Shama 1978 and Shapiro 1985). There were totally 31 questions, 29 of
which are Likert-scaled questions.

The scale was initially translated into Turkish then translated into English again in order to eliminate
translation problem. Pair of marketing academicians was surveyed to control the comprehensiblility of the
expressions in the questions. Marketing managers were contacted by e-mail and follow-up phone calls to
make sure of their cooperation in this study. Marketing managers agreeing to participate to the survey
answered the questionnaire form.

The study reflects 59 percent response rate (95 marketing managers are divided by the total 160 marketing
managers). For the subsamples, 30 marketing managers of total 60 managers in industry sector, 30 marketing
managers of 40 managers in service sector and 35 marketing managers of 60 managers in small firms were
responded in the survey.

Analyses

Nonparametric tests would be most appropriate tests for the first two hypotheses of the study that will
examine how the marketing managers describe the present economic environment as their companies is
concerned and what the impact of the environment is on their companies. There are 6 choices for the first
question and three choices for the second one as positive, neutral and negative. Kruskal-Wallis Test was
performed to analize the difference between three groups which are large industury, large service and small
firms. Analysis of variance, ANOVA, was also performed for the Likert type questions for a parametric test.

RESEARCH FINDINGS

Table 3 presents the perceptions of marketing managers {N=95) of the nature of the economic environment
by sector. There’s a clear difference between small firms and large firms while the responses of the managers
can not differ by sector.

Table 3: Marketing Decision Makers’ Perception of the Economic Environment (Total sample, N=95, in
percentage)

1. Growth 18 (60%)  18(60%) 17 (48%)
2. Recession 3 (10%) 2 (7%) 2 (6%)
3. Depression 1 (3%) 3 (10%) 3 (9%)
4. Stagnation 8 (27%) 5 (16%) 13(37%)
5. Inflation 2 (7%)
6. Other

TOTAL 30 30 35

In Table 4, marketing decision makers’ perceptions of the impact of the economic environment on their
companies. There’s again no significant difference between indusrty and service sectors. However, small
firms seem more pesimistic regarding the impact of the environment on their companies.

Table 4: Marketing Decision Makers’ Perception of the Impact of the Economic Environment on their
companies (Total sample, N=95, in amount and percentage)

1. Positive 13 (43%) 13 (43%) 6 (17%)

2. Neutral 6(20%)  7(23%) 12 (34%)

3. Negative 11 (37%) 10 (34%)  17(49%)
TOTAL 30 30 35

Table 5 and Table 6 present the results of ANOVA analyses. Table 5 indicates the means of the sector groups
in terms of their responses to the questions about how much the present environment influenced their
marketing strategies. Specific differences seem between the companies regarding company’s size and sector.
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Similarly, Table 6 presents the means of the sector groups regarding marketing managers’ responses to the
economic environment.

Tablo 5: The Results of Kruskal-Wallis Test for the First Question About the Description of the Marketing
Managers the Economic Environment

Table 6: The Results of Kruskal-Wallis Test for the Second Question About the Impact of the Economic
Environment on Companies

Test Statistics™® Test Statistics™”
VARO00002 SORU2
Chi-Square 1,288 Chi-Square 5,065
df 2 df 2
Asymp. Sig. 525 Asymp. Sig. ,079
a. Kruskal Wallis Test a. Kruskal Wallis Test
b. Grouping Variable: VAR00001 b. Grouping Variable: KOD
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The result of Kruskal Wallis Test is given in Table 5 for the answers of the first question. Kruskal Wallis is a
noparametric alternative test of ANOVA. Since the data on the first question is not parametric and there are
more than two independent samples, Kruskal-Wallis is the best choice to analize the answers of the second
questions. According to the test results, there’s no significant difference (p<,05) between the three sectors
regarding their descriptions the economic environment as their comapnies are concerned. For this reason, the
subjective meaning of 2009 recession to marketing decision makers do not vary by company size, as small
and large, and sector in Turkey, adverse to the former literature, so H1 is not supported.

The result of Kruskal Wallis Test is given for the answers of the second question in Table 6. According to the
test results, there’s no significant difference between the three sectors regarding their responses given to the
second question which searches the impact of the economic environment on their companies. Namely, the
perceived impact of the economic environment of 2009 recession on marketing managers does not vary by
company size, as small and large, and sector in Turkey so H2 is not supported.

Table 7: Results of ANOVA: The Impact of the Economic Environment on Specific Marketing Decisions

Competitive strategy 4,05 3,70 3,65 1,880 ,158
Marketing strategy 4,37 4,26 4,11 ,232 ,793
Consumer credit policies 3,83 3,96 3,85 972 ,382
Selection of target customers 2,93 3,20 2,68 1,646 ,198
Pricing decisions 4,13 4,16 4,37 ,601 ,550
New product introduction 3,62 3,76 3,74 ,680 ,509
Promotion budget 4,17 3,73 3,68 1,413 ,249
Promotional (advertising) appeal 4,03 4,13 3,57 ,605 ,548
Sales employees 2,41 2,43 2,97 4,979 ,009
Selection of promotion media 3,37 2,66 2,40 7,654 ,001
Public relations 3,34 2,76 2,02 11,906 ,000
R&D budget 2,55 2,53 3,31 5,370 ,006
Distribution of your product(s) or service(s) 2,13 1,53 1,94 2,877 ,0601

According to the results of ANOVA tests, the marketing managers in the three different groups of companies
vary regarding influence degree of present economic environment to their companies in terms of sales
employees, selection of promotion media, public relations and Research and Development budget issues.
Marketing managers in large companies state that present economic environment selection of promotion
media and public relations. However, small firms state that present economic environment sales employees
and research and development budget significantly different from the other sectors.

Table 8: Results of ANOVA: Marketing Managers’ Response to the Economic Environment

Changed marketing strategy 4,03 3,70 3,85 1,195 ,307
Increased strategic planning efforts 4,55 4,16 4,02 2,773 ,068
Loosened customer credit 3,73 3,43 4,11 4,155 ,019
Modified target markets 2,85 2,96 2,62 1,155 ,320
Used more price incentives 3,63 3,53 4,20 3,004 ,054
Added new products or product lines 2,53 1,76 1,40 16,783  ,000
Pruned some product lines or products 2,55 1,76 2,17 7,168 ,001
Increased promotional budget 3,34 2,16 1,65 23,361  ,000
Changed promotional appeal 3,83 2,66 2,22 13,348  ,000
Used more sales promotion 3,53 3,20 3,77 2,126 ,125
Spent relatively more on radio and print ads 2,83 1,86 1,88 11,018  ,000
Reduced R&D budget 2,24 2,26 2,91 4,872 ,010
Added more distribution channels 1,72 1,53 1,22 5,593 ,005
Increased market segmentation efforts 2,37 2,13 1,62 4,774 ,011
Diversified into other products or businesses 2,05 1,90 1,97 ,190 ,827
Reduced labor forcce 2,17 1,80 2,42 3,491 ,035
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Marketing managers also vary in terms of their response to the changing economic environment. Marketing
managers in small firms have much more tendency to loosen customer credits while the marketers in service
firms are not reluctant for this. On the other hand, large industry firms positively look at adding new product
or product lines as well as prun some product lines or products while the marketing managers in small
companies don’t. Additionally, the marketing managers increase their promotional budget and change the
promotional appeal significantly much more than the marketers in small companies. Marketing managers in
large industry companies spend much on printed advertisement and increase their market segmentation
efforts comparing with the service firms and small firms. On the other hand, small firms reduce their research
and development expenses and reduce their labour force relatively. For this reason, H3 is partially supported.

Table 9: Result of Reliability Analysis

Reliability Statistics

Cronbach's Alpha
Based on

Cronbach's Alpha |Standardized Items| N of Items

935 937 29

For evaluating the internal consistency of the present study, reliable analysis was performed based on the
Cronbach Alpha coefficient Method. As known, the minimum value of Alpha coefficient is expected to be
0,7 on descriptive research (Hair et al, 1998). The results presents in Table 9 that the level of internal
consistency of this study is satisfactory, with 93 percent.

CONCLUSION AND DISCUSSION

The last global economic recession severely affected the whole world and Turkey in particular. Consumers’
attitudes and behaviours change during economic hardship including recessionary climate. Many reseraches
confirm that consumers have different purchasing behaviours in a recession and several economic indicators
like Consumer Confidence Index support this insight.

Marketing strategies play a key role during a recession and other economic crises. Marketers should adjust
their companies’ marketing strategies to the changing economic milieu. However, their descriptions of
present economic conditions and perceptions the impact of the economic climate on their companies may not
be similar regarding company size and sector. Former studies reveal that there are significant differences
between the companies’ marketing strategies during economic hardship in terms of their size and sector type.

This study examined how marketing managers perceive the present economic conditions regarding as their
company, what the effects of it on companies as positive, negative or neutral and what kind of marketing
policies they apply and the responses vary according to the company size and sector.

Findings don’t fully support the study’s hypotheses. under the present economic conditions in Turkey,
according to the answers of 95 participants, more particularly, findings are that:

1. The meaning of the present economic conditions to marketing managers doesn’t depend on
company size and economic sector.

2. The perceived impact of the economic environment doesn’t vary with the size of the company and
by economic sector.

3. The marketing managers in the three different groups vary regarding influence degree of present
economic environment to their companies in terms of sales employees, selection of promotion
media, public relations and R&D budget issues.

4. Marketing managers in large companies stated that selection of promotion media and public
relations is relatively much more affected by the present economic environment.

5. Marketing managers in small firms state that they have been relatively so much influenced by the
present economic environment through their sales employees and R&D budget.

6. Marketing managers in small firms have much more tendency to loosen customer credits while the
marketing managers in service firms are not reluctant for this.
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7. Large industry firms positively look at to add new products or product lines as well as prun some
product lines or products while small firms don’t.

8. Large industry firms increase their promotional budget and change promotional appeals significantly
much more than small companies do.

9. Marketing managers in large industry companies spend much on printed advertisement and increase
their market segmentation efforts comparing with the service firms and small firms do.

10. Small firms diminish their R&D expenses and reduce their labour force much more than large firms.

As a result, it can be said that marketing managers in large industry firms, service firms and small firms
perceive the influence of the present economic environment different from each other. Similarly, there’s
again no significant difference among their perceptions of general economic environment regarding their
firms. However, there are some significant differences especially between small firms and large firms
regarding influence of the economic environment on specific marketing decisions and their adjustments to
the economic environment.

Large firms with broader financial sources may act more independently. Because they especially don’t cut
back their R&D budget, they can invest in new products or product lines. Besides, they don’t diminish
promotional budget in economic hardship so they may enjoy benefit. On the other hand, small firms cut back
their costs, R&D and human resources in particular during economic downturn. They actually may go
collaboration with other small firms to profit from scale economy and then they may invest in new products,
services not to lose competitive strategy with the larger firms during economic downturn. Additionally, they
may seek for niche markets as opportunity, to which large firms do not pay attention or miss. Small firms
may go on their activities in such market areas as a way to survive and stay profitable during economic
hardship.

REFERENCES

Ang, Swee Hoon, Leong Siew, Meng and Kotler, Philip (2000), The Asian Apocalypse: Crisis Marketing for
Consumers and Businesses, Long Range Planning, 33, pp.97-119.

Ang, Swee Hoon (2001), Personality Infuelnces on Consumption: Insifht from the Asian Economic Cerisis,
Journal of International Marketing, 13 (1), pp.5-19.

Barwise, Patrick (1999), Advertising in a Recession: The Benefits for the Long-Run, NTC Publications, UK.

Barwise, Patrick and Styler, Alan (2002), Marketing Expenditure Trends, London Business School / HAVAS
Marketing Report, London, UK.

Batirel, Omer Faruk (2008), Global Ekonomik Kriz ve Tiirk Kamu Maliyesi, Istanbul Ticaret Universitesi
Sosyal Bilimler Dergisi, 7 (13), pp.1-9.

Bowers, Brent ( 1991), New Business Owners are Pinching Pennies This Year, Wall Street Journal, 27
December, AS.

Coulson, Andrew J.; Mauser, Ferdinand F.; Holloway, Roberst J., Lazer, William and Gross, Irwin(1980),
Marketing Issues, Journal of Marketing, 44 (4), pp.97-102.

Cundiff, Edward W. (1975), What is the Role of Marketing in a Recession?, Journal of Marketing, 39, p.1.

Feder, Barnaby J. (1991) For Small Concerns, a Tougher Row: Hard Times for Small Busi,ness”, New York
Times (18 February)

Goodell, P. W. and Martin, C. L. (1992), Marketing Strategies for Recession Survival, Journal of Business
and Industrial Marketing, 7(2), pp.5— 16.

Hair, Joseph H.; Black Bill, Babin, Barry; Anderson, Rolph E. And Tatham, Ronald L. (1998) Multivariate
Data Analysis,Prentice Hall, USA

135



Kelley, Eugene, J. and Schwee, L. Rusty (1975), Buyer Behaviours in a Stagflation/Shortages Economy,
Journal of Marketing, 39, pp.44-50.

Kotler, Philip (1973), The Major Tasks of Marketing Management, Journal of Marketing, 37, October,
pp-42-49.

Mandel, Michael, J.(1991), There’s a Silver Lining in the Service Sector, Business Week,
Industrial/Technological Edition, March, pp.60-61.

MarketingSherpa Special Report (2008), Marketing During a Downturn, Warren, USA,
http://www.SherpaStore.com

McGraw-Hill Research (2002), http://www.mcgrawhill.com
Milanova, Elena (1999), Consumer Behaviour, Advances in Consumer Research, 26, pp.424-430.

Na, Woonbong; Son, Youngseok and Marshall, Roger (2003), Purchase-Role Structure in Korean Families:
Revisited, Psychology&Marketing, 20 (1), pp.47-57.

Nasar, Sylvia (1991), Unexplored Territory. A Recession in Services, New York Times, 3 February, Al.

Pearlstein, Steven(1991),Service Industries Face Hard Times Amid Corrections, Washington Post, 13
August, C1.

Quelch, John (2008), Marketing Your Way Through a Recession, Harward Business School Working
Knowledge, March 3, pp.1-2.

Shama, Avraham (1978), Management and Consumers in an Era of Stagflation, Journal of Marketing, July,
pp.43-52.

Shama, Avraham (1993), Marketing Strategies During Recession: A Comparison of Small and Large Firms,
Journal of Small Business Management, July, pp.62-72.

Shapiro, Benson (1985), Rejuvenating the Marketing Mix, Harvard Business Review, 5, September-
October,pp.28-29.

Srinivasan, Raji; Rangaswamy, Arvind and Lilien, Gary L. (2005), Turning Adversity into Advantage: Does
Proactive Marketing During a Recession Pay Off?, International Journal of Research in Marketing, 22,
pp-109-125.

Stout, Hillary (1990), Slowdown Spreads to the Service Sector, Wall Street Journal, 10 September, A2.

Strategic Planning Institute (2002), Advertising in a Recession.,http://www.spi.com

Teece, D. J.; Pisano, G. and Shuen, A. (1997), Dynamic Capabilities and Strategic Management,. Strategic
Management Journal, 18, (7), pp.509— 533.

Torlak, Gokhan N.(2005), Effective Management of Marketing Strategies in Small Firms, Journal of
Academic Studies, 24, pp.41-56.

TurkStat, http://www.tuik.gov.tr/PreHaberBultenleri.do?id=6219 (19.04.2010)
http://www.tuik.gov.tr/PreTablo.do?tb_id=21&ust_id=7 (19.04.2010)

Yang, C. Y.(1964), Variations in the Cyclical Behavior of Advertising. Journal of Marketing, 28, April,
pp-25-30.

136



COMPETITIVENESS



138



MAINTENANCE MANAGEMENT IS NOW OF STRATEGIC
IMPORTANCE: SO WHAT STRATEGIES ARE YOUR
COMPETITORS USING?
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ABSTRACT

Maintenance and its management has now reached the level of strategic importance in most medium to large
organisations. Due to ever increasing pressures from customers companies can no longer simply rely on a
‘repair as required’ philosophy and hope to be successful in the long run. A strategic approach is needed to
determine which maintenance model or system will best suit the organisation. A recent review of
maintenance literature found that Total Productive Maintenance (TPM), Reliability-Centred Maintenance
(RCM), and Condition-Based Maintenance (CBM) were the most popular maintenance management models
discussed in academic journals. In this paper a comprehensive review of these three models is undertaken to
identify empirical ‘real world’ examples of each model being used in industry. Further analysis is provided
in the form of author’s origin, research method, study country, sector and industry. The paper provides
practitioners with a breakdown of the practical applications for each model in industry today, and
academics, a point-of-reference for further empirical research efforts. For practitioners seeking to expand
their knowledge of a particular model or how a maintenance management model may fit an organisation,
listed references have been chosen for their practical links to present day organisations. In regards to the
energy sector the review identified a number of power plants with RCM being the dominate maintenance
model. In addition, the paper provides readers with a detailed description of the three models reviewed.

Keywords: Maintenance management, total productive maintenance, reliability-centred maintenance,
condition-based maintenance, literature review.

INTRODUCTION

As competitive pressures intensify on organisations around the globe to be more efficient and effective a
once peripheral management activity, maintenance, has now been given a central focus. Up until the recent
past maintenance activities have been regarded as a necessary evil by the various management functions in an
organisation (Cooke, 2003; Eti et al., 2007). However, over the past 15 to 20 years, this attitude has
increasingly been replaced by one which recognises maintenance as a strategic issue in the organisation. Eti
et al., (2006c, p.1237) state “Business leaders increasingly realise the strategic importance of the
maintenance function for organisations”. The role of maintenance in maintaining and improving the
availability of plant and equipment, product quality, safety requirement and plant cost-effectiveness levels,
constitute a significant part of the operating budget of manufacturing firms (Al-Najjar and Alsyouf, 2003).

According to Mobley (1990), between 15 to 40 percent (average 28 percent) of the total production cost is
attributed to maintenance activity in the factory. In reference to the Nigerian electric-power industry, Eti et
al. (2005, p.255) assert “maintenance costs over 70% of the total production expenditure”. Wireman (1990)
discussed how the cost of maintenance for a selected group of companies increased from US$200 billion in
1979 to US$600 billion in 1989, three-fold in just 10 years. With the advent of more automation, robotics and
computer-aided devices, maintenance costs are likely to be even higher in the future (Blanchard, 1997).

The effective integration of maintenance function with engineering and other manufacturing functions in the
organisation can help to save huge amounts of time, money and other resources in dealing with reliability,
availability, maintainability and performance issues (Moubray, 2003). For most organisations it is now
imperative they take opportunities via maintenance management programs to optimise their productivity,
while maximising the overall equipment effectiveness. With increasing focus on just-in-time, quality and
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lean manufacturing, the reliability and availability of plant are vitally crucial. Poor machine performance,
downtime, and ineffective plant maintenance lead to the loss of production, loss of market opportunities,
increased costs and decreasing profit (Cholasuke et al., 2004). This has provided the impetus to many
organisations worldwide to seek and adopt effective and efficient maintenance strategies over the traditional
firefighting reactive maintenance approaches (Sharma ef al., 2005; Ahuja and Khamba, 2007).

For some critical need sectors such as energy, water, health and transport utilities maintenance takes on an
even greater importance. Eti et al. (2007, p.202) explain “the reliabilities of power plants have become
increasing important issue in most developed and developing counties”. The loss of electricity, clean water,
health services and public transport due to unexpected failure is the cause of increasing customer and society
dissatisfaction around the world.

While the importance of maintenance and it management to modern organisations is clear, questions still
persist about what are the popular maintenance management systems and what empirical evidence is
available to support these systems in practical ‘real world’ examples. In 2001 Ireland and Dale discussed the
lack of empirical research in regards to the popular maintenance model, Total Productive Maintenance
(TPM). They commented that in the early 1990s Western organisations started to show interest in TPM
following on from their Total Quality Management (TQM) interventions. They argue that whilst there are a
few publications on the subject, “there is little in the way of empirical study and analysis” (p.184).

The objective of this paper is to review the maintenance literature and identify empirical evidence for three
popular maintenance management strategies in practice today, analysing the country, author, method, sector
and industry that these models are being employed in around the world. While empirical analysis/reviews of
the maintenance literature are rare, a recent study by Fraser (2009) found that three maintenance management
models, Total Productive Maintenance (TPM), Reliability-Centred Maintenance (RCM), and Condition-
Based Maintenance (CBM) dominated the maintenance literature. This paper will review these three models
and the industries they are employed in including their use in the energy sector. The outcomes will provide
practitioner and researchers with a practical insight of a business process which now holds significant
strategic implications for nearly every organisation.

POPULAR MAINTENANCE MODELS REVIEWED

The following section will individually review the three most popular maintenance management models
found in the literature, TPM, RCM and CBM (Fraser, 2009). The focus of review is to identify practical, ‘real
world’ examples of maintenance models within the literature, therefore any articles of a purely mathematical
nature, theoretically derived, or of a conceptual basis were not considered. The review involved all peer
reviewed journals and textbooks available on the University of South Australia large database. This source
included well respected databases such as Business Source Complete (EbscoHost), Emerald fulltext,
ScienceDirect, Wiley InterScience, SAGE full-text collection and Compendex. These databases represent the
major publishers in the maintenance field such as Elsevier, Emerald, Palgrave Macmillan, and Taylor &
Francis. To keep findings as contemporary as possible, only articles published within the past 14 years (1995
— 2008) were reviewed and analysed. A description of each model is given followed by the corresponding
table listing the empirical examples found in the literature.

Total Productive Maintenance (TPM)

The development of TPM began in Japan in the 1970’s where it proved to be very successful in enhancing
the effectiveness and profitability of Japanese companies. TPM is now well accepted by Japanese
industrialists and is attracting the interest of industrialists in several countries around the world.

Nakajima (1988, p.21) described it as “productive maintenance carried out by all employees through small
group activities. Like Total Quality Control, which is company-wide total quality control, TPM is equipment
maintenance performed on a company wide basis.” He continued to say that TPM was actually the new
direction in production and added: “Now, with increasing robotisation and automation, it is more appropriate
to say that quality depends on equipment. Productivity, cost, inventory, safety and health, as well as quality —
all depend on equipment.” TPM, which organises all employees from top management to production line
workers, is a company-wide equipment maintenance system that can easily support sophisticated production
facilities. The ultimate objective of TPM is to keep both mechanical breakdowns and defects to zero.
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According to Nakajima (1988), a more complete definition of TPM should take into account the following
elements:
1. TPM aims to maximise equipment effectiveness (overall effectiveness).
2. TPM establishes a thorough system of productive maintenance extending the equipment’s entire life
span.
TPM is implemented by various departments (engineering, operations and maintenance).
TPM involves every single employee, from top management to workers on the floor.
5. TPM is based on productive maintenance through motivation management: autonomous small group
activities.

P w

Nakajima argued that zero defects and TPM have a common philosophy. While zero defects strive to prevent
defects, productive maintenance in Japan has emphasised the importance of breakdowns for over 30 years.
Since equipment failure is a type of defect, both zero defects and preventive maintenance, in effect, are
preventive system aimed at eliminating defects. Zero defects is particularly important in relation to just-in-
time operations.

Zairi (1991) supported Nakajima’s view of a common link between zero defects and TPM by arguing that
zero defects aims at producing goods and services right at the first time and every time. This concept has
mainly been people oriented involving changing workers attitudes towards the importance of waste
elimination and producing goods and services to customer requirements in the context of customer-supplier
chains. Total Productive Maintenance is an opportunity for achieving production of goods and services right
first time. Indeed by determining process capability and ensuring process stability, inputs can continuously be
converted into quality output with zero defects.

Zairi (1991) goes on to discuss the close relationship between TPM and Total Quality Management (TQM)
and that a comprehensive maintenance policy was necessary for a successful TQM implementation. TQM
can have a great impact on the operation and infrastructural decision making process. The planning,
scheduling and control of operations depend largely on process capacity and capability. The latter two
conditions can be provided by an efficient and effective TPM programme. Process capacity cannot be made
available at the cost of quality and this decision lies with the responsibility of TPM personnel. Similarly,
process capability may appear to be acceptable, but information based on predictive may reveal the process
has to be corrected immediately to avoid major disruption later.

From the above, one can notice the strong link between TQM and TPM. To successfully implement TQM it
is relevant to have a comprehensive maintenance policy. TPM is the vehicle by which such a maintenance
policy can be formulated. According to Zairi and supported by Johnson (1995), the implications of TPM on
TQM are numerous.

Another important objective of TPM, according to Nakajima (1988) and Kennedy (1994), is to strive for
overall equipment effectiveness. To achieve overall equipment effectiveness, TPM works to eliminate the
“six big machine losses” that are formidable obstacles to equipment effectiveness. They are:

Down time: Speed losses: Defect:
1. Equipment failure 3. Idling and minor stoppages 5. Process defects
2. Setup and adjustment 4. Reduced speed 6. Reduced yield

The life cycle cost (the cost incurred during the equipment’s lifespan) required to maintain equipment at its
optimal level is limited as a result of TPM. TPM strives to achieve overall equipment effectiveness by
maximising output while minimising input, i.e. life cycle cost.

Ramesh et al. (2008, p.45) described TPM as being the “medical science of machines”. It is widely used in
manufacturing and recognised as a strategic weapon for improving manufacturing performance (Ahuja and
Khamba, 2008c). The strategic outcome of TPM implementations is the reduced occurrence of unexpected
machine breakdowns that disrupt production and lead to losses which can exceed millions of dollars annually
(Gosavi, 2006).

To demonstrate how TPM is used in practical ‘real world’ applications, Table 1 lists the various empirical
examples found in the literature between 1995 and 2008.
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Table 1 TPM — Empirical examples in literature
Year Author Aut_hf)r Method Study Sector Industry
Origin Country
1995 | Yamashina Japan Descriptive Japan Manufacturing Various
1995 | Bohoris et al. UK Case Study UK Manufacturing | Automotive
1995 | Sherwin & Jonsson Sweden Anecdotal - Manufacturing General
1996 | Al-Najjar Sweden Anecdotal - General General
1996 | McAdam & Duffner UK/Ireland Case Study Ireland Manufacturing | Semi/conduc
1996 | Carannante et al. UK Comparison | UK/Japan Operations Foundry
1997 | Jonsson Sweden Survey Sweden Manufacturing Various
1997 | Cigolini & Turco Italy Case Study Italy Manufacturing Various
1997 | Blanchard USA Descriptive USA Manufacturing General
1997 | Organ et al. UK Anecdotal - General General
1997 | Prickett UK Anecdotal - General General
1997 | Riis et al. Denmark/USA | Anecdotal - Manufacturing General
1998 | Ljungberg Sweden Survey Sweden Manufacturing Machinery
1999 | Regan & Dale UK Case Study UK Foundry Bearing
1999 | Bamber et al. UK Case Study UK Manufacturing Various
1999 | Prickett UK Case Study | UK/Finland | Manufacturing General
2000 | Sherwin Sweden Anecdotal - General General
2000 | Cooke UK Case Study UK Manufacturing Various
2000 | Ben-Daya Saudi Arabia Anecdotal - General General
2000 | Bamber et al. UK Case Study UK Manufacturing | Installation/sys
2000 | Al-Hassan ef al. UK Anecdotal - General General
2000 | Yamashina Japan Anecdotal - Manufacturing Various
2000 | Daletal UK Case Study UK Manufacturing Airbags
2000 | Muthu et al. India Case Study India Production Cement
2000 | Tsang & Chan Hong Kong Case Study China Manufacturing | Semi/c Equip
2001 | Cuaetal USA Survey Various Manufacturing | Part Suppliers
2001 | Ireland & Dale UK Case Study UK Manufacturing Various
2002 | van der Wal & Lynn South Africa Case Study | Sth Africa | Manufacturing Paper
2002 | Ferrari et al. Italy Case Study Italy Manufacturing Ceramics
2003 | Sunetal Hong Kong Case Study | Hong Kong | Manufacturing Electronic
2004 | Ahmed et al. Malaysia Survey Malaysia | Manufacturing Various
2004 | Etietal. Nigeria/UK Anecdotal - Manufacturing General
2004 | Brah & Chong Singapore Survey Singapore | Manuf/Service Various
2005 | Chan et al. Hong Kong Case Study | Hong Kong | Manufacturing | Semi/c Equip
2005 | Patraetal. India Case Study India Service Libraries
2005 | Ahmed et al. Malaysia Case Study Malaysia | Manufacturing | Semi/c Equip
2005 | Seth & Tripathi India Survey India Manufacturing Various
2006 | Bonavia & Marin Spain Survey Spain Manufacturing | Ceramic Tiles
2006 | Sharma et al. India Case Study India Manufacturing Spare Parts
2006a | Etietal. Nigeria/UK Anecdotal Nigeria Energy Power Plant
2006 | Seth & Tripathi India Survey India Manufacturing Various
2006 | Pinjala et al. Belgium Survey Belgium Manufacturing Various
2006 | Rodrigues & Hatakeyama Brazil Anecdotal - General General
2006¢ | Etietal. Nigeria/UK Anecdotal - General General
2007 | Ahuja & Khamba India Case Study India Manufacturing Steel Plant
2007 | Tsarouhas Greece Case Study Greece Production Food
2007 | Aiquang China Descriptive China Manufacturing | Part Suppliers
2008a | Ahuja & Khamba India Survey India Manufacturing Various
2008b | Ahuja & Khamba India Survey India Manufacturing Various
2008c | Ahuja & Khamba India Survey India Manufacturing Various
2008d | Ahuja & Khamba India Survey India Manufacturing Various
2008 | Ramesh et al. India Case Study India Manufacturing Tyres
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Reliability-Centred Maintenance (RCM)

The changes to maintenance management defined by RCM have evolved over the past two decades. RCM
was developed by, and for, the United States commercial airline industry in cooperation with the federal
government, aircraft manufacturers, and air carriers. With the arrival of the Boeing 747, a wide-body aircraft,
U.S. airlines realised that their maintenance activity would require considerable change due to a large
increase in scheduled maintenance costs.

Moubray (1991, p.212) stated that RCM could be described as “a process used to determine what must be
done to ensure that any physical asset continues to fulfil its intended functions in its present operating
context”. Dhillon (2002) added that RCM leads to a maintenance program that focuses preventive
maintenance on specific failure modes likely to occur. For this reason, the RCM process starts by defining
the functions and performance standards of each asset in its operating context. It also places great emphasis
on the need to quantify performance standards where possible. These standards cover output, product quality,
customer service, environmental issues, operating costs and safety.

This therefore leads to the need to know what these assets are and to decide which of them are to be
subjected to the RCM review process. In most cases, this means that a comprehensive plant register must be
prepared requiring extremely detailed review of each asset and its individual components.

While the process is very time consuming, the RCM review yields four principal outcomes: (Moubray, 1991)

e  greatly enhanced understanding of how the asset works, together with a clear understanding of what
it can and cannot achieve.

* a better understanding of how the asset can fail together with the root causes of each failure. This
means that maintenance energy is correctly focused on trying to solve the right problems. Not only
does this help to prevent failures which occur of their own accord, but it also leads people to stop
doing things which cause failures.

* lists of proposed tasks designed to ensure that the asset continues to operate at the desired level of
performance. These take three forms:

- maintenance schedules to be done by the maintenance department

- revised operating procedures for the operators of the asset

- a list of areas where changes (usually design changes) must be made to deal with situations where
maintenance cannot help the asset to deliver the desired performance in its current configuration.

e greatly improved teamworking.

Moubray went on to list the benefits organisations can achieve by using RCM as being:
* Qreater safety and environmental protection
* Improved operating performance (output, product quality and customer service)
¢ Qreater maintenance cost-effectiveness
*  Longer useful life of expensive items
* A comprehensive maintenance database
*  Qreater motivation of individuals
* Better teamwork

While he accepts that these issues are part of the mainstream of maintenance management, and many are
already the target of improvement programmes, RCM provides an effective step-by-step framework for
tacking all of them at once, and for involving everyone who has anything to do with the equipment in the
process.

It must be noted that RCM did draw criticisms from a number of authors. Kelly (1997) argued that although
RCM is a technically sound approach, it is questionable whether or not the resources required implementing
it are justified. The benefits are certain, but often they do not outweigh the costs. Al-Najjar (1996) felt that
RCM concentrates on improving existing plant rather than getting future plant right from the beginning,
which can be achieved only by data feedback to designers. He also noted another shortcoming of RCM is that
it does not make full provision for the use of condition-based techniques. Sherwin (2000), like Al-Najjar,
stated that the worst aspect of RCM is its refusal to face up to the need for data. He also believes that RCM
perpetuates the myth of over-maintenance. Therefore RCM tended to be used
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Deshpande and Modak (2003) described RCM as a new strategic framework for ensuring that any asset
continues to perform, as its users want it to perform. Having said that RCM tended to be used in maintenance
sensitive industries with complex systems (Jia and Christer, 2002). RCM concept developed by US
commercial airlines industry has been successfully implemented by military, navy, nuclear power plants,
electric power generation and several other sectors (Backlund and Akersten, 2003).

To demonstrate how RCM is used in practical ‘real world’ applications, Table 2 lists the various empirical

examples found in the literature between 1995 and 2008.

Table 2 RCM — Empirical examples in literature

Year Author Aut_hf)r Method Study Sector Industry
Origin Country
1995 | Jones USA Case Study USA Manuf/Energy Various
1995 | Sherwin & Jonsson Sweden Anecdotal - Manufacturing General
1996 | Al-Najjar Sweden Anecdotal - General General
1996 | Srikrishna et al. India Descriptive India Energy Power Plant
1997 | Jonsson Sweden Survey Sweden Manufacturing Various
1997 | Organ et al. UK Anecdotal - General General
1999 | Jardine ef al. Canada Case Study Canada Food Process Plant & Equip
1999 | Pintelon et al. Belgium/Thailand | Case Study Belgium Manufacturing Automotive
2000 | Sherwin Sweden Anecdotal - General General
2000 | Yametal. Hong Kong Comparison | Hong Kong Energy Power Plant
2000 | Liptrot & Palarchio Canada Case Study Canada Manufacturing Steel Plant
2000 | Ben-Daya Saudi Arabia Anecdotal - General General
2002 | Dhillon USA Anecdotal - General General
2002 | El-Haram & Horner UK Pilot Study UK Construction Housing
2002 | Deshpande & Modak India Case Study India Manufacturing Steel Plant
2002 | Waier USA Descriptive USA Health Care Hospitals
2003 | Backlund & Akersten Sweden Case Study Sweden Energy Hydropower
2003 | Deshpande & Modak India Anecdotal - General Various
2003 | Carretero et al. Spain/France Case Study Spain Transport Railway
2003 | Hansson ef al. Sweden Case Study Sweden Manuf/Energy | Equip/Hydpower
2004 | Smith & Hinchcliffe USA Case Study USA Various Various
2004 | Birkner Germany Case Study Germany Energy Distribution
2006a | Etietal. Nigeria/UK Anecdotal Nigeria Energy Power Plant
2006b | Eti et al. Nigeria/UK Anecdotal - General General
2007 | Etietal. Nigeria/UK Anecdotal Nigeria Energy Power Plant
2009 | Doyle et al. Canada Case Study Canada Energy Power Plant

Condition-Based Maintenance (CBM)

Condition-Based Maintenance (also known as on-condition maintenance, condition-directed maintenance, or
predictive maintenance) relies on the detection and monitoring of selected equipment parameters, the
interpretation of readings, the reporting of deterioration and the vital warnings of impending failure. Bloch
and Geitner (1983) have noted that 99 per cent of all machine failures are preceded by certain signs,
conditions, or indications that a failure was going to occur. Many times, such signals precede failure by
weeks or even months. CBM implements closed loop maintenance control in which sensor feedback
information from equipment is utilised in making maintenance-planning decisions.

CBM uses direct monitoring of the mechanical condition, system efficiency and other indicators to predict
the actual time to failure or loss of efficiency for each item. CBM tasks are performed to serve the following
purposes: (Mobley, 1990)
* To determine if a problem exists in an equipment, how serious the problem is, and how long the
equipment can run before failure;
* To detect and identify specific components (e.g. gear sets, bearings) in the equipment that are
degrading, i.e. the failure mode, and to determine the root cause of the problem — the diagnostic
function.
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Condition-monitoring techniques developed for CBM can be classified according to the type of symptoms
they are designed to detect. The classifications are as follows:

*  Dynamic effects, such as vibration and noise levels;

¢ Particles released into the environment;

¢ Chemicals released into the environment;

* Physical effects, such as cracks, fractures, wear and deformation;

*  Temperature rise in the equipment;

* Electrical effects, such as resistance, conductivity, dielectric strength, etc.

The current constraints of the economic climate have underlined the natural aversion to over-maintenance,
which can arise from calendar-based methods, and these have steadily been modified to include predictive
maintenance techniques. The case for greater emphasis on maintenance management is reinforced by
constant fresh evidence of organisational changes, ferocious commercial competition and increased demands
for quality products and improved performance. The role of condition monitoring is to watch over and hence
protect equipment.

Stoneham (1998) while discussing the various maintenance methods currently available had this to say about
CBM. “Of the different maintenance philosophies discussed in this handbook, condition-based maintenance
is almost certainly the most dynamic. It has erupted on to the maintenance scene, growing from an interesting
scientific application around 15 years ago to a proven and established technology today” (p.81). Stoneham
goes on to list a number of benefits associated with CBM, and in turn, provides the reasons why this
particular method has proved to be so attractive:
1.  CBM methods and their results can be introduced quickly.
2. CBM can be used to complement existing methods.
3. CBM can be introduced gradually and checked for effectiveness before other methods are
discontinued.
CBM is readily applicable to widely different industries.
CBM is particularly relevant when applied to production-critical equipment.
CBM finds the balance between over- and under-maintenance.
Condition monitoring addresses the surveillance problem arising from reduction in site manning.
CBM amplifies the fault detection power of experienced human beings and introduces powerful
additional methods of detection and interpretation.
Condition monitoring is essentially required for normally unmanned facilities.
10. By using modern computer-based interpretation, operational situations may be interpreted
automatically and experienced resources assigned where they are needed.

o NN

o

Don Jarrell, Principal Investigator at the Pacific Northwest National Laboratory for the Decision Support
for Operations and Maintenance (DSOM) system had the following to say about CBM, “First, there was
preventive maintenance. Then, in what most observers considered to be a major step forward, predictive
maintenance was introduced. With DSOM, both are obsolete, replaced by condition-based maintenance
(CBM)” (Quinn, 2002, p.38).

Table 3 CBM - Empirical examples in literature

Year Author Aut.hf)r Method Study Sector Industry
Origin Country
1995 | Tsang Hong Kong Anecdotal - General General
1995 | Mann et al. USA Anecdotal - General General
1996 | Al-Najjar Sweden Anecdotal - General General
1997 | Jonsson Sweden Survey Sweden | Manufacturing Various
1998 | Edwards et al. UK Anecdotal - Construction | Plant & Equip
1998 | Jardine ef al. Canada Anecdotal - General General
1999 | Jardine ef al. Canada Case Study | Canada | Food Process | Plant & Equip
2000 | Wang et al. UK/Netherlands | Case Study UK Manufacturing | Soft Drinks
2002 | Quinn USA Case Study USA Construction Housing
2006 | Ciarapica & Giacchetta Italy Case Study Italy Energy Power Plant
2006b | Etietal. Nigeria/UK Anecdotal - General General
2008 | Zuashkiani et al. Canada Case Study | Canada | Manufacturing Steel Plant
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In describing CBM, Jardine et al. (1997) stated current practices in maintenance range from breakdown
maintenance through preventive maintenance, all the way to CBM. Lin et al. (2006, p.910) added support by
stating “many companies have shifted their maintenance programs to a smarter way of doing maintenance —
to CBM”. Yam et al. (2000) discussed how CBM has been widely accepted in practice and is in use in the
manufacturing, construction, food processing and energy industries.

To demonstrate how CBM is used in practical ‘real world” applications, Table 3 lists the various empirical
examples found in the literature between 1995 and 2008.

FINDINGS

While many hundreds of maintenance related articles were reviewed only 79 provided empirical ‘real world’
examples of the three most popular maintenance systems found in the literature. Nine of these papers
discussed more than one model therefore 90 studies are covered in the 79 articles reviewed, with the
coverage percentage of each being:

« TPM - 66% [52]
+ RCM - 33% [26]
+ CBM - 15% [12]

[ 1 No. of studies

A breakdown of the methods undertaken in all the studies reviewed showed the following:

¢ (Case study - 47% (37)
*  Anecdotal - 27% (21)
¢ Survey - 16% (13)
¢  Descriptive - 6% (5)
*  Comparison - 3% (2)
*  Pilot study — 1% (1)

() No. of papers

If the articles which provide anecdotal accounts (21) were removed from the total of articles reviewed, this
would leave only 58 empirical publications on maintenance management models for the past 14 years. This
would seem a somewhat small figure given the level of importance maintenance management is to most
organisations around the world. To further breakdown the research output in this area, data about author
origin and study country is presented. Authors and countries of two or less articles are not listed.

Author origin Study country

UK - 27% (21) India - 22% (13)
India — 18% (14) UK - 19% (11)
USA - 11% (9) USA - 9% (5)
Sweden — 9% (7) Sweden — 7% (4)
Canada — 6% (5) Canada — 7% (4)
Hong Kong — 6% (5) Italy - 5% (3)

Japan/China— 4% (3)

In regards to research output, the UK and India dominate both author origin and country of study, with these
two countries combining to provide 44% of the authors writing on the field and 41% of the locations where
studies were undertaken.

While authors from Hong Kong produced five publications, Asian powerhouses such as Japan and mainland
China produced only three combined. With TPM being developed in Japan and also being the dominate
maintenance model in the literature (66%) it is interesting to note that only two studies were conducted in
Japan, both on TPM. It is worth noting that five of the six publications produced in 2008 were from India,
with four of these being contributed to the same authors.

Finally, analysis of sector and industry was conducted on the 79 articles. The three dominate sectors in which
these studies were conducted included; Manufacturing (57%) (45 articles), followed by a General
classification (18%) (14 articles) and Energy (13%) (10 articles). When narrowing the sectors into specific
industries, power plants were clearly identified as being the popular for maintenance research with nine
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papers identified (see Table 4). Power plants were followed by steel mills and the semiconductor industries
with four each and the automotive industry twice.

Table 4 Energy sector — Empirical examples in literature

Year Author TPM l\(/l;l);;flls RCM Method C?)tl:lliit);'y Industry Type
1995 | Jones v Case Study USA Power Plant | Nuclear
1996 | Srikrishna et al. v Descriptive India Power Plant Coal
2000 | Yam et al. v Comparison | *Hong Kong | Power Plant | Coal/oil
2003 | Backlund & Akersten v Case Study Sweden Power plant Hydro
2003 | Hansson et al. v Case Study Sweden Power Plant Hydro
2004 | Birkner v Case Study Germany Distribution -
2006a | Eti et al. v v Anecdotal Nigeria Power Plant | Unknown
2006 | Ciarapica & Giacchetta v Case Study Italy Power Plant Gas
2007 | Etietal v Anecdotal Nigeria Power Plant | Thermal
2009 | Doyle et al. v Case Study Canada Power Plant | Nuclear

* Study country not explicitly stated but from given information likely to be in Hong Kong

CONCLUSIONS

The primary focus of this paper was to identify practical ‘real world” examples of the three most popular
maintenance management models used in industry today, Total Productive Maintenance (TPM), Reliability-
Centred Maintenance (RCM) and Condition-Based Maintenance (CBM). The review identified many
hundreds of articles associated with each these three models but only a total of 79 papers demonstrated
empirical evidence. While Ireland and Dale (2001) argued that there was ‘little in the way of empirical
studies on TPM’, this study found even less empirical research had been conducted on the other two models
with TPM showing 66% coverage, followed by RCM 33% and CBM 15%. When compared to the large
amount of mathematical/theoretically derived articles in the literature on these three models there is clearly a
disproportional disconnect between academia and the practical world on this important field.

Looking further, this review provides practitioners and academics with a detail description of the three most
popular maintenance management models found in the literature, including a point-of-reference for each
models. For practitioners seeking to expand their knowledge of a particular model, or how a maintenance
management model may fit a particular organisation, each paper has be broken down into areas such as
country, method, sector and industry so better practical links to present day organisations can be made. At a
collective level, a review of literature offers researchers in the field an up-to-date base or index at which
more concentrated levels of research can be developed.
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ABSTRACT

Despite rapid and sustained development of electronic commerce, many companies doing e-business are still
in the investment and brand-building phase and have yet to show a profit. However, as e-businesses shift
their focus from building a customer base to increasing revenue growth and profitability, they should re-
evaluate their current business strategies, if any, and develop strategies that provide a clear path to
profitability. This study uses McCarthy’s four marketing mix model and Porter’s five competitive forces
model to identify strategies for Internet companies that respond to the five competitive forces and thereby
achieve a competitive advantage. The study provides significant new insights into the development and
implementation of e-business strategies that contribute to increased profit.

Keywords: E-Business, Business Strategy, Marketing Mix, Competitive Forces, Profitability, Competitive
Advantage

1. INTRODUCTION

E-commerce is fundamentally changing the economy and the way business is conducted. E-commerce forces
companies to find new ways to expand the markets in which they compete, to attract and retain customers by
tailoring products and services to their needs, and to restructure their business processes to deliver products
and services more efficiently and effectively. However, despite rapid and sustained development of e-
commerce, many companies doing e-business are still in the investment and brand-building phase and have
yet to make a profit (Zwass 1998). Many e-businesses (or Internet companies) have focused on the visual
attractiveness and ease of use of their Web sites as the primary method of increasing their customer base.
However, as e-businesses shift their focus from building a customer base to increasing revenue growth and
profitability, they should re-evaluate their current business strategies, if any, and develop strategies that
provide a clear path to profitability.

This study uses McCarthy's (1960) four marketing mix model and Porter's (1980, 1985) five competitive
forces model to identify strategies for Internet companies (or dot.coms) that respond to the five competitive
forces and thereby achieve a competitive advantage. The overall goal is to provide significant new insights
into the development and implementation of e-business strategies that contribute to increased profit.

This research is organized around two questions:

1) What impact does the Internet have on McCarthy’s four marketing mix (product, price, promotion, and

place)  and Porter’s competitive forces (the threat of new entrants, rivalry among existing firms, the threat

of substitutes, the bargaining power of suppliers, and the bargaining power of buyers)?

2) What strategies can be derived from the four marketing mix that will affect the five competitive forces and
thereby bring a competitive advantage to e-businesses?

2. Theoretical Background

2.1 McCarthy's Four Marketing Mix Model

According to McCarthy (1960) and Perreault and McCarthy (1999), a firm develops its marketing strategies
by first identifying the target market for its products or services. It then develops a marketing mix—a
particular combination of product, price, promotion, and place (i.e., distribution and delivery functions in the
supply chain) designed to enhance sales to the target market. A unique mix of these elements in a given
industry allows firms to compete more effectively, thus ensuring profitability and sustainability. For example,
by coordinating various product offerings and associated price discriminations with sales promotions and
effective logistics, a firm can increase its sales and profit. Since the Internet has a significant impact on the
makeup of this marketing mix, Internet companies should develop strategies that take the unique nature of
online marketing into account.
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2.2 Porter's Five Competitive Forces Model

According to Porter (1980, 1985) and Porter and Millar (1985), a firm develops its business strategies in
order to obtain competitive advantage (i.e., increase profits) over its competitors. It does this by responding
to five primary forces: (1) the threat of new entrants, (2) rivalry among existing firms within an industry, (3)
the threat of substitute products/services, (4) the bargaining power of suppliers, and (5) the bargaining power
of buyers.

A company assesses these five competitive forces in a given industry, then tries to develop the market at
those

points where the forces are weak (Porter 1979). For example, if the company is a low-cost producer, it may
choose powerful buyers and sell them only products not vulnerable from substitutes. The company positions
itself so as to be least vulnerable to competitive forces while exploiting its unique advantage (cost
leadership). A company can also achieve competitive advantage by altering the competitive forces. For
example, firms establish barriers to deter new entrants from coming into an industry by cultivating unique or
capital-intensive resources that new firms cannot easily duplicate. Firms also increase bargaining power over
their customers and suppliers by increasing their customers' switching costs and decreasing their own costs
for switching suppliers. The five competitive forces model provides a solid base for developing business
strategies that generate strategic opportunities. Since the Internet dramatically affects these competitive
forces, Internet companies should take these forces into account when formulating their strategies .

In his recent study, Porter (2001) reemphasized the importance of analyzing the five competitive forces in
developing strategies for competitive advantage: “Although some have argued that today’s rapid pace of
technological change makes industry analysis less valuable, the opposite is true. Analyzing the forces
illuminates an industry’s fundamental attractiveness, exposes the underlying drivers of average industry
profitability, and provides insight into how profitability will evolve in the future. The five competitive forces
still determine profitability even if suppliers, channels, substitutes, or competitors change .

3. Impact of the Internet on Marketing Mix and Competitive Forces

The Internet can dramatically lower entry barriers for new competitors. Companies can enter into e-
commerce easily because they do not need sales forces and huge capital investments as they do in offline
markets. As the number of people with Internet access increases, the competition for online business in many
industries will also increase. According to the Department of Commerce’s ‘Digital Economy 2000’ reporti,
in 2000 the number of people with Internet access reached an estimated 304 million worldwide, an increase
of almost 78 percent over 1999 (Betts 2000). The Internet also brings many more companies into competition
with one another by expanding geographic markets (Porter 2001). The Internet changes the basis of
competition by radically altering product/service offerings and the cost structure of firms (e.g., cost
reductions in production, distribution, and transaction). The Internet also changes the balance of power in
relationships with buyers and suppliers by increasing or decreasing the switching costs of these buyers and
suppliers. By reducing customers' search costs, the Internet makes price comparison easy for customers, and
thus increases price competition (Bakos 1998).

The price competition resulting from lowered customer search costs increases rivalry among existing
competitors, reduces switching costs of customers, and thereby shifts bargaining power to customers. On the
other hand, IT reduces menu cost—the cost of administering multiple prices for a number of different
products or services—and, in part, facilitates price discrimination (Bakos and Brynjolfsson, 1997). The
Internet creates new substitution threats by enabling new approaches to meeting customer needs and
performing business functions (Porter 2001). World Wide Web (WWW) technology itself has produced new
promotion venues. The Internet also facilitates an electronic integration of the supply chain activities,
achieving efficient distribution and delivery. It also facilitates partnerships or strategic alliances by
networking partners or allies.

4. E-Business Strategies for Competitive Advantage
This section considers the impact of the Internet on marketing mix and competitive forces, and suggests
strategies for achieving a competitive advantage.

4.1 Product Strategy

On the Internet, consumers can easily collect information about products or services without traveling to
stores to inspect products and compare prices. In the offline market researching product offerings can be
extremely expensive and time consuming. As a result, consumers rely on product suppliers and retailers to
aid them in the search, and the suppliers and retailers take advantage of this situation by charging higher
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prices (Allen and Fjermestad 2000; Viswanathan 2000). Consumers end up paying more and often not getting
the product they really wanted. However, this is not the case for e-commerce. In the Internet market, a
complete search of product offerings is possible at virtually no cost. Because consumers can easily compare
prices and find close substitutes, companies are forced to lower prices. Companies cannot achieve
competitive advantage simply by exploiting consumers' search costs, as they did in the physical market.

An alternative is for companies to make consumers' product comparison more difficult by differentiating
their products from others. One possible competitive strategy is product bundling. Product bundling promotes
the benefits of the whole package, thus keeping buyers from comparing individual items. For instance,
Gateway started bundling its Internet services and computers in response to plunging computer prices (Sinha
2000). AOL, recently merged with Time Warner, is strengthening its bundling strategy by adding interactive
and on-demand television, music on computer, and email on mobile phone to its existing services. By adding
more services to a bundle, the company could command a higher price for its bundling service. Moreover,
adding services to bundles is financially attractive because it is less expensive to sell an additional service to
an existing customer than it is to attract a new customer (Schiesel 2001).2 This product (or service) bundling
strategy counteracts the threat of product substitutes and rivalry among existing firms.

Another strategy is innovation or the introduction of niche products, which also counteracts the threat of
product substitutes, new entrants into the market, and competition among existing firms. By using the direct
access to consumers enabled by the Internet, companies can collect information, identify target consumers,
and better introduce products or services to meet consumers' needs. Companies can also collect information
on new products desired by small segments of the market. By creating products that meet the needs of
consumers in these niche markets, companies can command higher prices (Sinha 2000). Another strategy
associated with niche products or innovation is customer-centric strategy. Compared to a product-centric
strategy, which pushes products to consumers, customer-centric strategy pulls information from consumers to
improve and customize products (Viehland 2000).

An expansion into related product lines can also be a good strategy. According to Porter (1987), the
expansion into related product lines can exploit transfer of skills or sharing of activities such as promotion
and distribution, which will lead to competitive advantage. Sharing can lower costs by achieving economies
of scale and effectively utilizing company resources such as market information, managerial or technical
expertise, and knowledge.3 Like traditional companies, Internet companies can also expand their product line
into areas related to their existing product lines. For example, Amazon.com recently started selling personal
computers in addition to its existing line of electronic products such as disk drives and memory (Hansell
2001). Amazon.com holds no computer inventory and has computers shipped directly from a computer
distributor to its customers. This allows Amazon.com to save inventory-holding costs. However, such
expansion cannot bring increased profits to Amazon.com without effective utilization of its existing customer
base and information, and managerial or technical knowledge of e-business.

4.2 Price Strategy

The Internet enables consumers to compare prices, products, and services across suppliers. For example, by
logging onto price-comparison sites like Pricescan.com and shopping agents like Bottomdollar.com,
consumers can readily compare the prices and features of more than 10,000 products available on the Web
(Sinha 2000). This leads to increased price competition and lowers the prices of products or services.
According to Bakos (1998), lower search costs for price and product offerings in Internet marketplaces
promote price competition among sellers. The Internet thus significantly affects competition, and intensive
price competition can eliminate sellers' profits.

To overcome these threats, companies have to employ appropriate pricing strategies for selling products over
the Internet. Sellers can employ a price discrimination strategy that makes it difficult for buyers to compare
the prices of alternative product offerings (Bakos 1998). By collecting information about buyers, companies
can perform more effective price discrimination. For instance, Staples.com charges different prices for
different markets by asking customers to enter their zip codes before they can obtain prices. Sinha (2000)
suggests two strategies for price discrimination: price lining and smart pricing. Price lining refers to the
practice of offering the same products or services at various price points to meet different customers' needs.
For example, American Online charges five different rates that vary according to subscriber usage. Smart
pricing refers to the practice of charging various prices from market to market, depending on market
conditions and differences in how customers value the product (e.g., the pricing strategy of Staples.com).
Bundling can also be thought of as a type of price discrimination since it reduces the heterogeneity of choices
facing consumers and thus their willingness to pay for individual items (Bakos and Brynjolfsson 1997). In
bundling, a single price is applied to a bundle. If consumers' demands remain heterogeneous even after
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bundling, then a mixed bundling strategy, which charges different prices for different bundles, can be
applied.

Companies can also protect profits by achieving cost leadership in a particular market or industry. If sellers
cannot price discriminate, the lowest price sellers can charge is the marginal cost of production. As
competition intensifies, companies may have to lower their production costs to protect profits. Or companies
may have to improve their product or service offerings with added values. Even in intensive price
competition, better products or services will raise customers' switching costs and still command higher
margins. For example, OfficeDepot.com provides added value to customers' order process (Gulati and Garino
2000). Each contract customer has a customized view of the OfficeDepot.com site. When logging on, the
customer's employees are automatically assigned an authorization level that limits what they can buy and
how much they can spend. With this value-added service, OfficeDepot.com can protect its profits. By
eliminating paper purchase orders, the authorization system also benefits customers by reducing their
purchase order costs and thus keeps them from switching to other suppliers.

4.3 Promotion Strategy

One of the reasons why many dot.com companies do not realize profits is that they spend a great deal of
money for mass marketing to promote their e-brands to consumers. One television executive recently said,
"The dot comes spent like drunken monkeys trying to build their brands. They were willing to pay any price.
They were unsophisticated and in a hurry" (Elliott and Rutenberg 2000). The recent demise or downsizing of
so many Internet start-ups has had a significant effect on television network revenues (Carter 2000).
Traditional mass marketing using television commercials, trade allowances, discounts, coupons, and
sweepstakes is no longer successful in the Internet market, even in consumer-packaged-goods segments,
where rival products now differ very little, since consumers can easily acquire information on the price and
characteristics of products (Sealey 1999; Hoffman and Novak 2000). Sales promotions with coupons and
discounts seldom build customer loyalty to brands because customers conclude that the lower prices are a fair
reflection of the company's costs. When the promotions are over, customers evidently believe the regular
prices are excessive and turn to rival products (Sinha 2000). Thus mass marketing and sales promotions
result in expensive, inefficient brand management.

To manage e-brands effectively and efficiently, companies have to employ promotion strategies different
from those used by traditional marketing. One tactic is to build a direct link with consumers and enter into a
dialogue with them about products (dialogue-based marketing or one-to-one marketing). This allows
companies to provide customers with information about their products, collect information about their
customers, and engage in data mining. They can then customize products to meet customer needs and offer
promotions tailored to specific customer groups. This process helps build a base of loyal and profitable
customers (Sealey 2000). Allan and Fjermestad (2000) also argue that the benefits of personalized
promotions will be greatest when customers are interested in detailed product information or the product is
marketed as state-of-the-art. The Internet encourages companies to employ this marketing based on direct,
personalized relationships with customers (so-called ‘relationship marketing’).

According to Sealey (2000), the Internet also provides customers with an unprecedented degree of control
over the entire marketing process. As consumers become proficient at using the Internet, they will only buy
products that precisely match their needs. Thus, companies must formulate customer-centric promotion
strategies that respond to this new customer power. Allen and Fjermestad (2000) suggest that brand
management will be successful only when it is associated with beliefs and experiences such as feelings,
associations, and memories. Thus, Internet promotion must also focus on presenting information about the
experiences and beliefs of consumers associated with each brand.

Another promotion strategy for gaining competitive advantage is revenue-sharing marketing strategy
(Hoffman and Novak 2000). A revenue-sharing marketing strategy is an affiliated marketing program with
partners based on commissions. For example, Amazon.com launched its affiliate program in 1996 and now
has some 400,000 affiliates. CDnow.com (the pioneer of revenue-sharing strategy), REL.com, and Dell
Computers also have strong affiliate programs. As the Internet continues to mature, companies can seek out
specific segments of potential customers and the corresponding Web sites, and then establish revenue-sharing
marketing programs with Web sites that can deliver those potential customers.s Compared to traditional mass
marketing, revenue-sharing programs allow companies to keep track of purchases made by customers and
draw a direct line from marketing (expenses) to sales (performance). However, traditional marketing
mechanisms such as television commercials are still important in that they can attract off-line customers.
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Thus, Internet companies need to find a good balance between Internet promotion (one-to-one or many-to-
many marketing) and traditional mass promotion (one-to-many marketing).

4.4. Place Strategy

For most companies, place refers to the supply chain (or value chain). The place aspects of the marketing mix
are closely related to the distribution and delivery of products or services. The Internet and its associated
application software have significantly changed the way companies’ products or services are delivered by
reducing transaction and distribution costs.

One way for companies to differentiate their products from rival companies is faster and more efficient
delivery of products to their customers. The Internet allows companies to jump over parts of the traditional
supply channel. Direct sellers like Dell Computer do not rely on wholesalers and retailers to deliver their
products to consumers.

Instead they contract with third-party providers such as FedEx and UPS, which provide fast, efficient
delivery because they have superior logistical expertise and economies of scale in distribution (Bakos 1998).
Delivery providers such as UPS also have programs to set up e-commerce sites for businesses that ship with
them (Gosh 1998).

Another strategy related to faster and more efficient delivery is integration of online and bricks-and-mortar
businesses (clicks-and-mortar strategy). E-businesses (particularly e-tailers) need fully automated distribution
warehouses to meet demand from shoppers on the Internet. For example, Amazon.com leased a new 322,560
sq. ft. distribution center in Fernely, Nevada in late 1998 (New York Times, January 8, 1999). By investing in
physical assets such as a warehouse, Amazon.com can compete more effectively with Barnes & Noble. The
Gap also recently leased a new 424,000 sq. ft. warehouse near its existing 270,000 sq. ft. warehouse in Ohio
to accommodate the growth of Web sales (Deutsch 2000). In a related development, Amazon.com recently
started to sell toys on its socalled co-branded Web site, forming a partnership with Toysrus.com in which
Amazon.com handles merchandising and order fulfillment and Toysrus.com handles purchasing (Tedeschi
2000). Amazon.com also made an arrangement for Ingram Books, a large distributor, to ship certain books
directly to its customers. This arrangement could cut in half the cost of fulfilling book orders (Hansell 2001).
Table 1 summarizes e-business strategies in terms of product, price, promotion, and place that can achieve
competitive advantage by responding to the five competitive forces.

5. Choice of E-Business Strategies

A look at e-business strategies composed of the five competitive forces and the four marketing mix (Table 1)
shows that there is no single optimal business strategy for e-commerce because the sources of competitive
advantage differ across different industries or markets. By the same token, in industries or markets where
different levels of competitive forces are present, certain combinations of product, price, promotion, and
place strategies may not work for gaining competitive advantage.

In industries or markets where the threat of new entrants, rivalry among existing firms, and threats of
substitutes are significant (commodity markets in most cases), only certain combinations of appropriate
product, price, promotion, and place strategies can succeed in achieving a competitive advantage. For
example, Internet companies in commodity markets cannot rely on price discrimination strategies because
products are basically identical, and customers are able to seek the lowest price for each product by
comparing many competitors. In this situation, companies must reduce costs in order to maintain market
share and profits, which they can do by forming partnerships with suppliers and distributors, expanding into
related product lines, deploying customer-centric promotion strategies, or building strong e-brands based on
experiences and beliefs. On the other hand, in industries or markets that are concentrated and have
differentiated products, threats of new entrants and/or product substitutions are relatively weak. In these
differentiated markets, Internet companies can capture most of the value generated in the market by building
strong product brands, adding unique features to their products or services, setting up revenue-sharing
systems, and strengthening their strategies alliances. The same e-business strategies may not work for all
Internet companies. For example, expansion of its product offerings by selling personal computers may be
effective for Amazon.com, whose business focus has moved from selling books to providing convenient
online shopping for a great variety of products (as shown in its e-commerce trademark, Earth’s Biggest
Selectiont™). The same strategy may not work, however, for online book sellers such as barnesandnoble.com
because such an expansion strategy could undermine its brick and mortar counterpart, Barnes & Noble,
whose business focus is on selling books and information-based products. To capitalize on the recognized
brand value of Barnes & Noble, barnesandnoble.com should retain its focus on information-based products
and services, not general consumer items like personal computers. According to Porter (2001): “Having a
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strategy is a matter of discipline. It requires a strong focus on profitability rather than just growth, an ability
to define a unique value proposition, and a willingness to make tough tradeoffs in choosing what not to do”.

6. Concluding Remarks

It is extremely difficult to value Internet companies because most of them have few assets and make little
profit (De Figueiredo 2000). There are a number of reasons why many Internet companies have been
unsuccessful at making a profit: heavy spending on mass marketing, intensive price competition, lowered
customers' search and switching costs, increased customer power, and lowered entry barriers. However, the
main reason is that most Internet companies do not have business strategies that provide a clear path to
increased profit.

In this study, we used McCarthy's four marketing mix model and Porter's five competitive forces model to
identify strategies likely to bring a competitive advantage to Internet companies. By understanding the
impact of the Internet on marketing mix and competitive forces, e-business managers can adopt appropriate
strategies for meeting the unique challenges of e-business. This study provides e-business managers with a
framework to help them systematically analyze and develop successful strategies to address the problems of
doing business online.

Although this study addresses the need for unique strategies for different Internet companies, further research
is required to address the problems faced by traditional firms when they compete against e-business
companies. The possible questions to be raised are: When traditional companies enter into e-commerce, what
strategies should they implement? How much integration should take place when traditional and online
businesses merge? For traditional firms, one of the most serious challenges to going online is deciding how
much to integrate their traditional operations with online business (Gulati and Garino 2000). The problem is
that integration provides the benefits of cross-promotion, shared information, purchasing leverage, and
distribution economies, but this often comes at the expense of speedy decision-making, flexibility, and
creativity. Other challenges to integration include price competition and avoiding the problem of online and
offline businesses cannibalizing each others’ customers. Faced with these challenges, traditional companies
need to develop unique business strategies in order to compete against Internet companies. In any case,
corporate managers who best understand the impact of the Internet and e-commerce on marketing mix and
competitive forces will be best prepared to meet the challenges of the e-business marketplace.

Table 1: E-Business Strategies for Competitive Advantage: Product, Price, Promotion, and Place Strategies
Responding to Five Competitive Forces

Product Price Promotion Place
Threat of New Product Price Discrimination | Customer-Centric Outsourcing or
Entrants Differentiation (e.g., Price Lining Promotion Strategy Strategic Alliances

(e.g., Bundling)
Niche Products or
Innovation
Customer-Centric
Strategy

Expansion into a
Related Product Line

and Smart Pricing)
Cost Leadership
Value-added
Products or Services

(One-to-One
Marketing or
Relationship
Marketing)
Brand Appeal
Based on
Experiences and
Beliefs
Revenue-Sharing
Marketing (Manyto-
Many Marketing
or Performance-
Based Marketing)

Clicks-and-Mortar
Strategy
(Integration of
Online and Offline
Businesses)

Rivalries among

Product

Price Discrimination

Customer-Centric

Outsourcing or
Strategic Alliances
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Existing Firms

Differentiation

(e.g., Bundling)
Niche Products or
Innovation
Customer-Centric
Strategy

Expansion into a
Related Product Line

(e.g., Price Lining
and Smart Pricing)
Cost Leadership
Value-added
Products or Services

Promotion Strategy
Brand Appeal
Based on
Experiences and
Beliefs
Revenue-Sharing
Marketing

Clicks-and-Mortar
Strategy

Threat of
Substitutes

Product
Differentiation
(e.g., Bundling)
Niche Products or
Innovation
Customer-Centric
Strategy

Price Discrimination
(e.g., Price Lining
and Smart Pricing)
Cost Leadership
Value-added
Products or Services

Clicks-and-Mortar
Strategy

Bargaining Power
of Suppliers

Value-added
Products or Services

Revenue-Sharing
Marketing

Outsourcing or
Strategic Alliances

Bargaining Power
of Buyers

Value-added
Products or Services

Customer-Centric
Promotion Strategy
Brand Appeal
Based on
Experiences and
Beliefs
Revenue-Sharing
Marketing

Outsourcing or
Strategic Alliances
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ABSTRACT

The intensity of competition in an industry is of relevance to all its stakeholders. Managers and owners of
individual firms, industry associations, analysts, consumers and suppliers, and various bodies of
governments are constantly concerned about competition. A widely accepted industry competition model is
the “five forces model” postulated by Michael Porter, which offers qualitative assessments of the factors that
shape competition. The Porterian model is attractive because of its simplicity, adaptability and flexibility,
and yet managers find it hard to operationalise because it lacks quantification as to how competitive factors
are to be measured. This paper presents a multivariate approach, referred to as the ICM framework, which is
unique in that it is the first quantitative operationalisation of the Porter five forces model, both at a firm and
industry level. The framework quantifies the degree of industry competition with reference to a hypothetical
“average” state of competition. The degree of competition is thus seen from a comparative perspective
rather than fixed in reference to either a perfectly competitive or monopolistic (i.e. non-competitive”) state.
The study then demonstrates the applicability of the ICM Framework by examining the competitive positions
of 19 selected Australian industries. The results obtained indicate that the degree of competition varies
widely amongst Australian industries and is characterised by high intensity of rivalry, low bargaining power
of buyers, minimal bargaining power of suppliers, high threat of new entrants and wide-ranging threat of
substitutes.

Keywords: Competition, Five Forces Model, Porterian Framework, Australian Study.

1. INTRODUCTION

Can industry competitiveness be measured quantitatively? The primary objective of this study is to answer
this question by developing a competition measurement framework, which will then allow a quantitative
empirical analysis of the structural determinants of competition. What benefits would such a measurement
approach bring? The tools currently available to analyse industry competitiveness are qualitative in approach,
done by industry experts, analysts, or by a researcher based on face-to-face unstructured interviews of
managers in a particular industry (Ratnatunga, 1995; Bresnahan & Greenstein, 1999). This study proposes a
quantitative approach that allows managers; industry analysts, researchers and policy makers to further
understand the numerous signals of competition in a firm or an industry, or across industries. On a firm level,
through the understanding of the factors that affect competitiveness, managers can improve the understanding
of their respective industry and identify critical benchmarks of their firm’s current position. They could also
cross-check the results with their own qualitative research within the industry. At an industry level, the
application of the framework could show analysts and researchers, the comparative level of competition in
their industries, again confirming (or questioning) their qualitative perceptions.

The proposed framework, termed the Industry Competition Measurement (ICM) Framework, is an analytical
approach that facilitates the quantifiable measure of competition that can be used by managers in determining
strategies of competitive advantage in their industries. It can also be used by industry analysts in advising
their clients with regards to comparative investment and other opportunities across industries, and by
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academics in conducting future studies that seek to examine relationships between competition and other
constructs of interest.

Are there any constraints to the use of the Framework? Yes, and it should be emphasised that such an
analytical approach only provides a starting point for more detailed industry analysis and strategic response.
One constraint is that the interpretation of the scales used may be influenced by the position of a firm within
that industry, for instance niche versus mainstream, market share leader versus smaller firms, and the
resources available at both an industry level and firm level. Hence, there may be variations in interpretations
which need to be correlated with the focal variable(s) used in the study. Another constraint in considering
industry niches is that of equivalency or ‘response bias’, i.e. a systematic tendency to respond to a range of
questionnaire items on some basis other than the specific item content (Spender, 1989; Welkenhuysen-
Gybels et al., 2003). It will be demonstrated that whilst consideration of such issues are important (Porac et
al., 1989; Dornier & Karoui, 2003), these constraints do not diminish the value of the insights generated by
the ICM framework (see Appendix 1).

2. JUSTIFICATION FOR EXTENDING PORTER’S 5§ FORCES
MODEL

Competition is the “heart of our economic system” (Schoeffler et al., 1974). Many authors have written on
the dynamic, comparative, multi-dimensional and complex nature of competition (Clark, 1961; EPAC, 1991;
Day & Reibstein, 1997; Hooley et al., 1998). Some schools of thought consider competition to be
comparative to other firms, whilst others consider competition to be more contextual, encompassing wider
environmental issues (Hunt & Morgan, 1995; Moore, 1996; Sheth & Sisodia, 2002). Both these views will be
specifically considered in developing the model presented in this paper. The literature indicates an absence of
a singular absolute measure of competition, and instead that competition can only be gauged from various
“signals of competition” (Boyle, 1972; Industry Commission, 1992; EPAC, 1993). Each signal can be
thought of as one dimension of competition: none, by itself, is sufficient to infer the overall state of
competition in an industry.

A widely accepted model of competition is that postulated by Michael Porter, who is regarded as one of the
most significant contributors to the field of competition and business policy in recent times (Porter, 1980,
1985). Porter’s structural determinants of industry competitiveness (the “five forces model”) suggests that the
level of industry competition is a function of five signals: the intensity of rivalry between existing firms; the
bargaining power of buyers; the bargaining power of suppliers; the threat of new entrants and the threat of
substitutes. Porter’s work in this area has been largely based on case studies of single industries (although the
collection of these case studies may give the appearance of inter-industry studies). However, the model, in its
current form, is essentially a univariate model in which analysts qualitatively assess the level of competition
one force at a time, and then subjectively combine the individual force assessments into a single measure of
industry competition. The Porter model does not appear to have been applied quantitatively across a number
of industries at the same time, i.e. in a multivariate manner at both the firm and industry level simultaneously.

Whilst Porter model has been used extensively in single industry studies (Boyle ez al., 1993; Munk & Shane,
1994; Ratnatunga, 1995), it has had his share of criticisms. For instance, researchers in strategic management,
adopting a ‘resource based view’ of the firm, have questioned the role of industry conditions alone in
determining firm performance (Wernerfelt, 1984; Hooley et al., 1998). Increasingly researchers are of the
view that both the industry and firm specific resources require combining if a holistic view of competitive
advantage generation and performance outcomes is to be developed. Thus, while the Porter framework has
been adopted as an important contribution to understanding the industry dynamics facing the firm, it is
recognised as only one part of the strategic jigsaw puzzle (Speed, 1989; Sutton, 1991).

According to the Porterian model, an industry is said to be most competitive when all of the five forces are
perceived to be “high”. Each competitive force is, in turn, determined by the strength of its respective
competitive factors (see Appendix 2).

Thus, when using the Porterian model in its conventional form, the determinants of competition have to be
(qualitatively) measure at this competitive factor level, rather than simply measuring the higher level “five
forces” (Goldsmith, 1991). The characteristics and effects of the five competitive forces (and their respective
competitive factors) that shape industry competition can be complex and it can be difficult to see the effect of
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one competitive factor on the overall degree of competition. This is particularly the case when a group
consensus is being sought, and is one of the major difficulties faced by managers and business analysts even
when using the model in a qualitative manner.

Despite these perceived difficulties in using the model in its conventional (qualitative) form, the researchers
did not find a significant “gap” in the literature suggesting difficulties with the practical application of the
Porterian model. This raises the “Why fix it, if it isn’t broken?”” question.

In order, therefore, to justify improving upon the model, the researchers tested out the use of the model in its
current form by groups of managers in a controlled environment. In the resulting discussion regarding the
conventional use of the model, two common comments were that groups found that they were trying to
implement the concepts of by ‘guesswork’, and that key concepts were sometimes overlooked in group
discussions and key assumptions may have been false. Another interesting comment from one group was that
the model, though being a powerful structure for discussion, has its limitations mainly because of its
simplification of complex relationships. The managers perceived the model to be linear in structure, whereas
in reality competition arises more in the form of networks and clusters. The results of the simulated test
provided some justification for the need for a more quantitative approach to the analysis of industry
competition.

3. THE PERCEPTUAL MAPPING OF COMPETITIVE FACTORS

The challenge in developing an industry competition measurement framework lies in the formulation of the
five forces into a model that could combine perceptual information from respondents across different
industries. This study suggests that if one collates the perceptions of competition that managers have in
individual firms within an industry, one would then be able to extrapolate the overall perception of the state
of competition of that industry, and that this measurement of perception could be used as a surrogate measure
for the intensity of competition in that industry.

The proposed approach in this paper, the ICM Framework, is based on a multivariate analysis of the
competitive factors detailed in Appendix 2. If every condition holds for a particular industry, it would be
“hypothetically” the most competitive industry one can find under the Porterian model.

The conditions required for a hypothetically “most competitive industry” as per the five forces model are
described in Appendix 2 (i.e. all competitive factors being “high”) and it is relatively easy to imagine a
hypothetically “least competitive industry” with the reverse of such conditions (i.e. all factors being “low”).
Similarly, if respondents were to rate all the competitive factors as “neutral” on the Likert scale (Appendix
3), one can imagine a hypothetical “average” or “par” state of competition. Thus, the state of competition
derived in this paper is not based on theory, but instead it is an empirically derived statistical average, in
which the mid point of the 5-point Likert scale is considered as “average”. The level of competition can be
measured as a departure from this average or par value, thus examining competition from a comparative
rather than static perspective (Hunt & Morgan, 1995). Industries that are more competitive than this average
state of competition would have a positive (or increasing) level of competition (i.e. their level of competition
is “above par”), while those where competition is low would be “below par” and have a negative (or
decreasing) level of competition. Thus, a zero competition level does not mean an absence of competition,
but merely a state where competition is perceived to be at par.

There is, of course, the possibility of a systematic tendency to respond to a range of questionnaire items on
some basis other than the specific item content, which is known as equivalency or response bias. If this bias
is significant, then the very basis of the paper in quantifying perceptions can be questioned. However, as
discussed in Appendix 1, there is no strong evidence in this study to indicate that such bias or skew would
only be in one direction, especially given its single cultural setting. Further, there is evidence that managers
in an industry do sometimes see competition as similar and at other times as different (Spender, 1993;
Krueger & Funder, 2004). The researchers, therefore, made the simplifying assumption that the respondents
would have both positive and negative skewing in their personal scales, and that these would, on average,
cancel each other out, resulting in the reported average being a reasonable surrogate for the ‘true’ average.
Thus it could be assumed that the researchers’ use of the scale would be considered identical for all
respondents, and therefore that any deviation in the interpretation of the midpoint was not significant to the
discussion of firm or industry specific issues
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Another related issue, as discussed earlier, is that cognition experts have cautioned that the firms that have
different perceptions of how the competitive forces operate should be treated separately, as they may
represent a different conception of the industry from the consensus. Similarly, various authors (including
Porter) have cautioned that as the importance of an individual competitive force differs from industry to
industry, the measurement framework must also take into account the degree of importance of the
competitive force in the industry. In the model presented in this paper, therefore, a perceived “Competitive
Force Rating (CFR)” will be developed to assess the perceived degree of importance of each competitive
force to respondents in each industry (Khandwalla, 1972; Bjornsson & Lundegaard, 1992; Abraham et al.,
1993; Fry, 1996).

4. SCORING METHOD AND INTERPRETATION

The ICM Framework (Figure 1) is the quantitative operationalisation of Porter’s five forces model, at both a
firm and industry level, and seeks to quantify the degree of perceived industry competition in reference to a
hypothetical firm or industry with an “average” state of competition. Note that CFI, to CFI;s are also derived
in the same manner as elaborated for CFI;, but this is not shown to avoid making the model appear too
complex.

CFS,, | | CFS,, | | CFS,, etc CFS,, CF'S = Competitive Factor Score

ACF, ACF = Aggregate Competitive Force
CFR = Competitive Force Rating
CFI, CFI, s = Competitive Force Index f or
Intensity of Rivalry, Bargaining Power

of Buyers, Bargaining Power of

CFI, ] CFI, Suppliers, Threats of New Entrants and
Threats of Substitutes
FCI = Firm Competition Index
CFl4 CFI; 1CI = Industry Competition Index

Figure 1 — Industry Competition Measurement (ICM) Framework

All of the competitive factors (32 items) in the five forces were expressed into reasonably short, meaningful
and bipolar (low and high) statements on which respondents can indicate their agreement or disagreement
(see Appendix 3). The 5-point Likert scale is translated into a dispersion scale from a midpoint of zero. To
illustrate this scoring methodology, Figure 2 shows two sample competitive factor scores. If the mean Likert-
score on the “industry growth” competitive factor is, say, 4.5, the dispersion score of 1.5 (i.e. 4.5 - 3) will be
used as the Competitive Factor Score (CFS). Similarly, if the mean Likert score for the “Learning Curve”
factor is 2.6, the CFS will be -0.4 (i.e. 2.6 - 3). These dispersions are then further analysed by studying if
there were significant differences in competitive factor scores across industries.
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“Learning Curve” 0

-1 +1
“Industry Growth”

2 \+2
Figure 2 — Competitive Factor Scoring Methodology

The Aggregate Competitive Force (ACF) is the composite CFS in a competitive force, taking into account the
number of competitive factors within the force. This averaging process ensures that a competitive force will
not ultimately become more significant merely because it had more competitive factor measures (see
Appendix 3).

It must be noted that whilst the scoring system using a scale from minus 2 to plus 2 was useful at the CF
level, the authors translated the scale into percentages for ease of readability. Thus in the aggregation of CF
measures, the scale was converted so that minus 100% represented the minimum level of minus 2, and plus
100% the maximum level (plus 2). This conversion was done by expressing these aggregates as a percentage
of the maximum scale values for a respective competitive force (+2 in the positive direction and -2 in the
negative direction). This can be shown in the following equation:

(EI"CFS) /(nx2)

Where CFS = Competitive Factor Score and n = the number of competitive factors in the respective
competitive force, with the number 2 representing the maximum value on the scale used.

Once the industry’s Aggregate Competitive Force scores (ACFs) have been obtained, as the level of
importance of each competitive force may be different for different industry respondents, it must be adjusted
using a Competitive Force Rating (CFR) in order to derive the Competitive Force Index (CFI). The CFR is a
weighted average percentage calculation using scale of 1-5 (1 being least important and 5 being very
important, the 1+2+3+4+5 responses totalling 15, which is used as the base). For example if the respondents
indicated the degree of importance of a particular competitive force is 4.00, then CFR weight works out to
(4/15), or 26.7%. Another industry may perceive the same competitive force as less important, say 2, which
translates to a CFR of (2/15) or 13.3%. The CFI for each force is then calculated using the following
equation, which demonstrates how the ratings were factored into the individual Competitive Force Index
(CFI) as shown in Table 1, again showing the values as percentage of the minimum and maximum scale
values obtainable.

CFI = [(ACF x %CFR) x 5]

The aggregate of all five CFIs shows the level of competition faced by a firm, termed the Firm Competition
Index (FCI), i.e.

[E (CFI,,CFI,,CFI,,CFI,,CFI,)]/5

On an industry level, the level of competition in an industry (Industry Competition Index, ICI) is a function of
the collective firm competition indices for all members of the industry. Concern may be expressed about the
development of such an operational framework, i.e. one that is simultaneously applicable at both the firm
(micro) and industry (macro) levels. There are many acknowledged situations in the economic, organisational
behaviour, accounting and marketing literature in which micro phenomena cannot be so aggregated at the
macro level. In this case, however, the authors used aggregations as accepted in respondent-based statistical
surveys in which individual responses are aggregated as group responses, ignoring the real possibility that
individual objectives may differ from group objectives (Porter, 1990).
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In summary, CF refers to a factor within an individual competitive force, e.g. the ‘growth rate’ factor within
the ‘Intensity of Rivalry’ competitive force (with a measurement range between -2 and +2) for an individual
firm. ACF refers to the aggregate of CF scores in a competitive force for an individual firm (given as a
percentage of the maximum score of 2 for ease of readability and interpretation). As each individual
competitive force may have varying degrees of importance for different industries a CFR (a weighted
percentage) is used to determine an adjusted individual competitive force, called CFI (with a measurement
range between -100% and +100%) for an individual firm. Having adjusted for the relative importance of each
CFI using the CFR weighting, the F'CI for an individual firm can be calculated by adding the 5 individual
CFI scores, and then dividing by 5. This represents the average score of the five competitive forces within an
individual firm, again with a value range of between -100% and +100%.

These individual firm CFIs can also be summed across an industry, to obtain an industry CFI (again with a
measurement range between -100% and +100%). The 5 CFI measurements for each industry grouping are
given in Table 1. The /CI - the arithmetical averaging of the 5 CFI competitive forces, again with it’s a value
range between -100% and +100% - is also shown in Table 1.

By surveying its senior executives, a firm’s management could use such a hierarchical multivariate approach
to obtain a quantitative composite perception (i.e. FCI) of the impact of the five industry forces of
competition on the firm. This would be faster (an arguably more objective) than similar more subjective
reports undertaken either by an “industry expert” commissioned by the firm, or by an in-house researcher
based on face-to-face unstructured interviews of its key managers.

In order to test this claim, the researchers tested the approach on 37 managers undertaking MBA studies at an
Australian university. The preliminary results indicated that managers not only considered the results more
objectively derived, but were also able to use such reports as a cross-check of the more qualitative studies,
and investigate variances in perceptions, if any. Similarly, industry analysts can interview managers in firms
across an industry to obtain quantitative measures of the 5 industry CFIs, and their impact on industry
competitiveness (i.e. ICI). Finally, at the highest hierarchical level of the model, researchers and policy
makers can go across industries, to obtain the ICIs for all industries, in order to investigate cross-industry
comparatives. Such analyses would be useful in areas such as anti-competitive and trade practices legislation.

S. TESTING THE ICM FRAMEWORK - AN APPLICATION IN
AUSTRALIA

Data Collection and Analysis

The industry classification scheme employed was based on the Australian Stock Exchange (ASX) Industry
Classification, which contains 24 main industry and 124 industry subgroups. The selection procedure
included deleting industries with less than 10 members, diversified industries and using industry subgroups in
place of “Miscellaneous” industry groups. A total of 19 industries were selected for inclusion in the study
(see Table 1), and all firms in these industries were surveyed (N and n = 463). The “subjects” chosen were
the highest managing personnel in the organisations as listed by the ASX, mostly Managing Directors (56%),
CEOs (16%) and Chairmen (16%).

Data were collected via mailed questionnaires with a time frame for completion of two weeks, followed up
by two reminders. Of the 463 questionnaires sent out, 374 (80.7%) were returned, of which 195 (52.14%)
were useable. There were no significant difference between the early respondents and later respondents.

CFIs for each of the five forces in the 19 industries were calculated using the Industry Competition
Measurement framework (Table 1). Significant differences in CFS and CFR measurements across industries

were tested using one-way ANOVA with Bonferroni post hoc tests, which adjusts the significance level by
the number of tests performed, with a significance level of 0.05.

Insights from the Findings

The paper set out to make a significant contribution to research by both introducing a new tool to enable
business policy makers to undertake a quantitative approach to measuring the intensity of industry
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competition, and then demonstrating its applicability using Australian data. The discussion that follows,
therefore, needs to not only show that the quantitative approach is a viable alternative to the more qualitative
approaches, but also that it provides deeper insights than possible via conventional analyses.

Table 1 summarises the Industry Competition Index in ascending order of competition. CFI; to CFI;s refer to
Intensity of Rivalry, Bargaining Power of Buyers, Bargaining Power of Suppliers, Threat of New Entrants
and Threat of Substitutes, respectively. Table 1 shows first that there is a wide spread between the least
competitive industry (Medical Services, ICI of -20.45%) and the most competitive industry (Media, ICI of
105.22%). Such a holistic view of industry competitiveness is not possible in conventional univariate
analyses.

It can be seen that there is a noticeable consistency in impact of the five forces. The CFIs of both Intensity of
Rivalry and Threat of New Entrants all have positive effect on the competitive states of the industries,
whereas the CFIs for Bargaining Power of Buyers of all but one industry (Paper and Packaging) have a
negative impact on competition. Whilst one can argue that these overall rankings do not have a ‘surprise
value’ in terms of the conventional perceptions of industry competitiveness in such industries, this can be
seen as a positive sign, in that they enable managers to have more confidence as to the robustness of the
model. This was seen as important if managers are to accept some of the more surprising findings when
analysing each of the five forces separately.

Table 1 — State of Industry Competition

Industry (responses/n) CFI1 CFI2 CFI3 CFl4 CFI15 ICI
(Rivalry) |(Buyers)|(Suppliers)| (Entrants) [ (Substitutes) [ (Average)
Medical Services (6/11) 21.39%| -35.19% 7.14% 17.31% -31.11% -4.09%
Pastoral and Agricultural (6/10) 7.13%| -25.46% 8.33% 13.89% -19.44% -3.11%
Industrial Services (17/33) 9.95%] -41.98% -1.58% 29.34% -8.72% -2.60%
Automotive (6/8) 41.48%| -24.07% -22.86% 29.81% -35.00% -2.13%
High Technology (12/30) 11.71%| -25.91% 1.75% 21.24% -14.09% -1.06%
Chemicals (3/6) 14.26%| -22.22% 0.00% 33.33% -22.22% 0.63%
Developers & Contractors (17/36)] 16.73% | -29.80% -7.21% 20.13% 22.61% 4.49%
Transport (8/13) 43.83%| -22.92% 1.43% 29.17% -19.50% 6.40%
Retail (14/25) 41.74%| -22.89% -9.54% 20.88% 7.25% 7.49%
Engineering (18/32) 34.12%| -23.66% 6.40% 25.02% -2.92% 7.79%
Computer & Office Serv. (12/22) 14.64% | -27.08% 8.98% 30.14% 23.33%| 10.00%
Paper and Packaging (4/9) 35.00%| 3.33% -23.57% 16.67% 18.75%| 10.04%
Building Materials (10/25) 31.33%| -10.63% 0.60% 21.00% 11.11%]| 10.68%
Alcohol and Tobacco (8/14) 52.86%| -23.33% -6.03% 34.27% 0.00%| 11.55%
Insurance (6/8) 42.50%| -42.22% -11.43%|  40.00% 36.00%| 12.97%
Tourism and Leisure (17/25) 42.25%| -26.08% -19.49% 35.72% 33.82%| 13.24%
Banks and Finance (11/15) 35.10%]| -50.94% -7.14% 31.03% 67.27%| 15.06%
Food and Household (12/29) 38.75%| -5.71% 1.90% 24.14% 24.07%| 16.63%
Media (8/23) 26.67%| -7.29% 4.29% 36.56% 45.00%| 21.05%
Average (195/374) 29.55% | -24.42%| -3.58% | 26.82% 717% 7.11%

Intensity of Rivalry (CFI,)

The results show that there is a perception across the board that the intensity of rivalry generally leads to an
increase in the state of competition in all industries. With a range of 7.13% to 52.86% and an average of
29.55%, the perception of intensity of rivalry was positive for all industries, although it varied considerably
from one industry to another.

The data suggests that there are significant differences in competitive factor scores across industries (see
Table 2), and that these align with conventional views and other statistical data held with regards to
competition. For example, considering variability of demand (Table 2), the Retail, Transport, and Tourism
and Leisure industries all operate with well-established seasonal patterns (e.g. Christmas shopping period,
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summer or mid-year holiday periods, and other events-based fluctuations of demands). The Alcohol and
Tobacco and Insurance industries rated the growth rate in the industry as low, confirming the perception of
these as mature markets in Australia (and perhaps indicating higher intensity of rivalry for market share)
(ABS, 2000), when compared to Computer and Office Services, Tourism and Leisure, and Industrial Services
industries, all of which are widely considered as high growth areas in Australia (tourism had a growth of
14.3% in 2000-01) (ABS, 2000). The data also showed that product differentiation plays a more crucial role
in the Alcohol and Tobacco and the Tourism and Leisure industries than the Building Materials industry,
which is in keeping with conventional marketing wisdom.

The Banking industry showed a significant amount of industry rivalry (35.1%) mainly due to a shift in
competitive emphasis with the slowly fading away of regulatory protection and other collective
imperfections, which had previously provided sustainable advantage in the industry (Mehra, 1996).

There was, however, no significant difference noted in the study in terms of the perceived degree of

importance of Intensity of Rivalry across industries.

Table 2 — Significant Differences in Intensity of Rivalry Competitive Factor

Competitive Factor Differences observed (ux and uy, 2, ... n)

(F ratio, F prob)

Growth Rate . Engineering (2.78) and Tourism and Leisure (-1.18)
(3.44, .0000)

(-1.25), Tourism and Leisure (-1.18), Industrial Services (-1.18)

Variability of Demand . Banks and Finance (-1.27) and Retail (.71), Transport (.75)
(3.34, .0000)

(-.67)

Exit Barriers . Tourism and Leisure (.59) and Computer and Office Services (-1.00)
(2.19, .0049)

. Alcohol and Tobacco (0.88) and Computer and Office Services

. Tourism and Leisure (.82) and Banks and Finance (-1.27),
High Technology (-.83), Computer and Olffice Services (-.75), Engineering

Product Differentiation (2.22, | * Building Materials (-.50) and Tourism and Leisure (1.78), and Alcohol and

.0045) Tobacco (1.50)

Based on the alignment of the CFI ranking results with conventional wisdom perceptions, it appears that the
ICM Framework appears to adjust reasonably to ‘equivalence’ and ‘mimetic behaviour’ statistical concerns.
The dispersion of scores however, provides insights not possible in conventional approaches. For example,
analysts can look for niches where there are few firms as rivals and then benchmark against them.

Bargaining Power of Buyers (CFI,)

A surprise finding from the data gathered pertaining to this force is that it paints a bleak picture for customer
groups: according to our results the marketing notion that “customer is king” does not seem to be borne out
in reality. The bargaining power of buyers had a range of -50.94% to 3.33% and a fairly low average of —
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24.42%. Clearly, the industries overall are perceived to command an advantageous position in their dealings
with their customers. The industries showing the least buyer bargaining power are Banks and Finance (CFI
of -50.94%), Insurance (CFI of -42.22%) and Industrial Services (CFI of -41.98%).

Our study showed that whilst there are many competing products/services in an industry, other competitive
factors, such as low buyer purchase volumes, high level of importance of the products/services to the buyers,
and low threat of backward integration by buyers, point to low bargaining power of buyers. Macro-economic
cycles also play a role in shaping firms and industry perceptions in this area.

The above analysis demonstrates how the quantitative approach minimises a significant limitation of the
conventional Porterian model, i.e. its univariate and linear simplification of complex relationships. This
multivariate analysis enables competition to be viewed in the form of networks and clusters, with the forces
each having multiple impacts on each other.

One-way ANOVA tests show that there is only one notable difference (F=2.56, p=.0009) amongst the 19
industries. The Food and Household industry rated the importance of its purchase volume at a mean of 1.17,
a finding that confirms what other studies have shown about the presence of high collective bargaining power
on the part of food and household industry players (Ratnatunga, 1995; Dobson et al., 2001).

This figure is significantly different to the findings for the Banks and Finance (-.64), Developers and
Contractors (-.58), and Insurance (-.47) industries. Our results suggest that individual customers or buyers in
these industries have significantly less purchase volume, which weakens their overall bargaining power. It is
important to draw the distinction here between individual and corporate buyers with regards to banking and
insurance products and services: while individuals have little bargaining power, large corporate clients, such
as airlines or pharmaceutical companies, may well have considerably more influence in these industries
(Barrados, 1998).

The study found that there is no significant difference in terms of the degree of importance of Bargaining
Power of Buyers across industries.

Bargaining Power of Suppliers (CFI)

Compared to buyers, suppliers were perceived as having more power in their dealings with the industries, but
only at about a ‘par’ level of competitive bargaining strength. With a range of -23.57% to 8.98% and an
average of -3.58%, their bargaining power was not perceived as a dominant force.

These were important findings in that these ranking can be used when considering supply-chain strategies. In
terms of suppliers, the findings can be used to explore issues of balance and how to develop advantageous
relationships. For example, if the supplier is exploiting its strong bargaining position (like the steel makers in
the automotive industry) then a strategic response on the customer firm’s part might be to explore alternative
sources of supply or even alternative materials or processes so as to reduce this dependence. Equally if the
supplier power is weak one strategy might be to exploit this weakness by tying the supplier into price
reduction or other contract requirements which provide strategically advantageous inputs to the customer
firm.

In comparison to other industries, the Paper and Packaging (CFI1 of -23.57%), Automotive (CFI of -22.86%)
and Tourism and Leisure (CFI of -19.49%) industries rated their suppliers as having very little power. The
main reason for this is that in such industries the suppliers are fragmented, so their bargaining power is low,
which leads in turn to a lower level of competition. One significant difference across industries was noted
(F=2.14, p=.0062) in the Food and Household industry, which rated the importance of its supplier’s inputs
highly, with a mean of 1.17.

The study found no significant difference in terms of the degree of importance of bargaining power of
suppliers across industries.
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Threat of New Entrants (CFL,)

With a range of 13.89% to 40.00% and an average of 26.82%, the threat of new entrants is perceived to be
real and credible by all industries. The data suggests that the industries face an average CFI of 26.82, ranging
from the lowest threat of new entrants in the Pastoral and Agricultural industry (CFI of 13.89) (which is
understandable given the finite limitation of land), to the highest threat in the Insurance industry (CFI of
40.00).

The fact that the Insurance industry was perceived as being susceptible to new entrants seems to run counter
to the conventional association of industries with such liability having low economies of scale, low capital
requirements and shallow learning curves that pose little barriers to entry. This might seem to raise questions
as to the robustness of the ICM Framework approach - however, further analysis seems to indicate that it may
be the robustness of the conventional wisdom that is questionable. The Insurance Handbook (2005) notes that
whilst the average entrepreneur cannot come along and start a large insurance company, the threat of new
entrants lies within the insurance industry itself. Some companies have carved out niche areas in which they
underwrite insurance. These insurance companies are fearful of being squeezed out by the big players.
Another threat for many insurance companies is other financial services companies entering the market.
What would it take for a bank or investment bank to start offering insurance products? (Fjeldstad & Ketels,
2006). In some countries, the handbook notes that it is only regulations that prevent banks and other financial
firms from entering the industry. If those barriers were ever broken down, as they were in the U.S. with the
Gramm-Leach-Bliley Act of 1999, the perception is that the floodgates would open. These explanations
supported the insights provided by the ICM Framework, adding to the credibility of its results.

The study found that there is no significant difference noted in terms of the degree of importance of this
competitive force across industries.

Threat of Substitutes (CFIs)

The threat of substitutes in the industries selected for study is the most varied of the five competitive forces,
and the ICM Framework provided surprising insights in this area. The range stretches from -35.00%
(Automotive) to 67.27% (Banks and Finance), with an average of 7.17% (see Table 1), which translates to a
range of over 100 CFI points. In comparison, the ranges of the other competitive forces, i.e. the intensity of
rivalry, bargaining power of buyers, bargaining power of suppliers and threat of new entrants are only 45, 55,
32 and 26 CFI points respectively.

The highest threats of substitutes are in the Banks and Finance (CFI of 67.27%), Media (45.00%) and
Insurance (36.00%) industries. Further analysis of these results showed that the proliferation of non-
traditional mortgage providers and the increased blurring of the industry boundaries can perhaps explain the
threat of substitutes in the Banks and Finance and Insurance industry. The Internet also enables many new
firms to offer services traditionally the domain of banks, finance or insurance industries.

The Media industry is also one where products are facing substitutes from the Internet (Robinson et al., 2000;
Hie & Hillygus, 2002). The high level of their perception implies that managers are well aware how
important the Internet is to their overall operations, and are taking this threat to their industry (which relies on
advertising revenue) seriously in their strategic planning. The industry has responded to this threat of
Internet-based substitutes by openly embracing the new frontier, with many firms putting much effort into
developing series of associated websites to promote their products and services. The blurring of industry
boundaries is evidenced by the activities of such as AOL-Time Warner and MSNBC.

On the other side of the spectrum, the Chemicals, Medical Services and Automotive industries do not see
themselves to be under threat from any substitute products or services. It is unclear whether the respondents
actually perceive that there are no substitutes to their products or services, or whether the substitutes pose
little credible threats (e.g. hard to switch and expenses involved in the switching process). Medical Services,
for example, face “alternative medicines” as a possible substitute to their services, but respondents rated the
threat of substitutes as very low.
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Again, there were no significant differences noted in terms of the competitive force ratings for threat of
substitutes across industries.

The above discussion demonstrates that the ICM Framework is a good ‘starting point’ for a more detailed
industry analysis and an insight of a possible strategic response. However, it can be seen that interpretation of
rankings must then be considered by further analysis of the position of a firm within that industry, industry
niches and other supply-chain factors. The model provides a clear focus to the direction of this extended
analysis, and is therefore of practical value to managers and other users.

6. CONTRIBUTION OF MODEL TO PROVIDING COMPETITIVE
INSIGHTS

The major contribution of this study is the operationalisation of the Porter five forces model and its
application across industries in a multivariate manner. In no prior study has the Porter model been applied
quantitatively across a number of industries at the same time. The Industry Competition Measurement
Framework described in the paper converts the numerous competitive factors in the Porter model into
quantifiable signals of competition and examines the competitive positions of firms and industries from a
comparative, rather than absolute, point of view. Competitive factors that have been identified as
significantly different offer grounds for firms and industries to improve their respective competitive
positions. Firms will improve their performance within their industry through the deployment of idiosyncratic
‘advantage generating resources’ tuned to industry conditions, while industries will improve performance
relative to other industries through attention to ICM factors.

The second contribution of the paper is in the application of the model to selected Australian listed industries,
both to demonstrate model robustness and to provide strategic insights not possible via the conventional
univariate approaches. The paper has also attempted to cross-check the quantitative results obtained with
conventional qualitative research conducted in specific industries, particularly in Insurance, Retail and
Banking, and demonstrated a good ‘fit’ in the results obtained. Where surprising results were found,
explanations have been sought in an industry context via further analysis of the data and the literature. This
enhances the methodology and the generalisability of the model.

Standing back, what have we learnt? The model shows that there is a noticeable consistency in the impact of
the five forces. Specific analysis of the five forces indicates that in general, industries are characterised by
high intensity of rivalry, low bargaining power of buyers, minimal bargaining power of suppliers, high threat
of new entrants and wide-ranging threat of substitutes. The more competitive industries such as Banks and
Finance, Media and Insurance face significant threats from substitute products or services (e.g. through new
technologies such as the Internet and e-commerce).

A detailed analysis of the results shows that whilst the intensity of rivalry was positive for all industries
(although it varied greatly from one industry to another), the average bargaining power of buyers was
extremely low. Clearly, most industries commanded an advantageous position in their dealings with
customers. A surprising finding of the study is that the marketing notion of “customer is king” is not a
perception shared across most industries. While the bargaining power of suppliers was not a dominant force
in many industries, they were perceived as having higher bargaining power in their dealings with their
industry than the buyers, most likely also due to ‘relative volume’ factors. This again was an important
finding having significant supply-chain impacts in niche markets.

The threat of new entrants was perceived as real and credible by all industries, the highest being in the
Insurance industry. It may appear surprising that the Insurance industry appeared to be susceptible to new
entrants, but when this threat is linked to the availability of substitute products from other industries such as
Banks and Finance, the result is more understandable. In fact, the results indicated that the threat of
substitutes in the industries selected for study is the most varied of the five competitive forces, and high on
the list of industries facing such threats were Banks and Finance Media and Insurance industries.

All of these results sit well with conventional wisdom and the results of other studies, once again
demonstrating that the model is well grounded and generalisable. This, of course is to be expected, being
based on the reported strengths of Porter’s Five Forces model that led to its wide acceptance and
conventional use. The results can give managers confidence in using the quantified approach to Porterian
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analysis being postulated here, especially as it provides deeper insights and a clearer directional focus for
further analysis.

Finally, the resulting ranking of competitiveness in Australian industries provides identification of significant
competitive factors and offers grounds for firms and industries to improve their respective competitive
positions. They also provide benchmarks for future studies.

Limitations and Future Research Directions

As with any empirical investigation this study has limitations and shortcomings that warrant further attention
in future research.

First, the study can be enhanced by further clarifications of industry boundaries and the inclusion of more
firms that represent a particular industry. In addition, whilst the industry response rates are high, the
underlying number of listed firms in Australia is low, resulting in only a handful of responses in some
industries. Similarly, the research has been carried out in one cultural and market setting (Australia) and
replication in other countries would be desirable in order to gauge the extent to which the constructs
developed are applicable across national boundaries. We have tested this by cross-checking our results to
other (single) industry studies, and the results appear to be confirmed.

Second, the measurement of industry competition is based on Porter’s five forces model. Although this is
perhaps the most popular and universally accepted model of competition, the results of the study hinge upon
on how well this model fits reality. For example, the Porter model argues that an industry with high growth
rate is likely to be less competitive than one that has a low growth rate. This does not seem to mirror
observations in many newer industries such as telecommunications, Internet and other technology industries,
where both competition and growth rates appear to be high. While efforts were made to take into account the
possibility of differing levels of importance of each competitive force, this study would have benefited from
a competitive-factor rating as well (e.g. is “product differentiation” more important than “switching costs”?).
Remembering that the Porter model was developed nearly a quarter of a century ago, a possible future
research area is to test if the competitive factors in the Porter model adequately explain competition in the
21st century.

A further limitation of the research pertains to the role of the managerial categorisation processes (i.e. the
formation of managerial perceptions with regards to competitive groups) in that we do not have an
understanding of how managers’ form beliefs about competitors, and how managers’ perceptions, decisions
and actions interact in the creation of competitive boundaries (Porac et al., 1989; Porac & Thomas, 1990). This
issue must be tackled in any future research on managerial perceptions.

Future research could also usefully focus on the interaction of industry factors, as developed here, with firm
specific factors, in seeking to explain performance variations among firms within industries more fully.
Specifically a study which correlates industry competitiveness with firm (and industry) profitability would be
interesting, as would a study on how market concentration, market size, organisation density and size
distribution impact upon the (evolution of the) shape of the underlying resource landscape. To the extent that
accounting returns measure the presence of economic rents, by far the most important sources of rents in
businesses are due to resources or market positions that are specific to particular business-units rather than to
corporate resources or to membership in an industry. Put simply, business units within industries differ from
one another a great deal more than industries differ from one another. In this regard insights from the
resource based view developed over the past two decades in the strategic management literature could
usefully be combined with the model developed above (Rumelt, 1991; Wernerfelt, 1995).

Finally, another possible further area of refinement is that of aggregating markets which are business-to-
business from supplier to end-user. A tailor-made study could, for example, consider the impact of the five
forces across a specific number of firms in industries linked across a supply-chain. For example, if a study of
the fast moving consumer goods (FMCG) industry in Australia may show that those industrial processing
firms supplying to supermarket chains in the retail industry would perceive that the bargaining power of their
buyers (the supermarket chains) to be high. Thus an application of the model to supermarket supply-chains
should show the bargaining power of their suppliers (the food processors) to be low.
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In summary, the ICM framework offers a perspective of competition measured as dispersion from the
average stage of competition based on Porter’s Five Forces Model. Having applied it to the selected
Australian industries and validated its results with other studies, the framework offers a new insight into how
various competitive factors increase or decrease the level of competition in an industry. The application of
the ICMA framework as a tool of business analysis has the potential of significantly enhancing our
understanding of how competition works.

APPENDIX

Appendix 1: Equivalency or Response Bias Issues

An important aspect of considering industry niches is equivalency or ‘response bias’, i.e. a systematic
tendency to respond to a range of questionnaire items from some basis other than the specific item content.
This tendency has been observed in various disciplines, especially in cross-cultural research.

While there is some evidence of equivalence issues, where managers tend to develop strategic group
representations based on categorisation processes in order to simplify and make sense of their competitive
environment in cross-cultural studies, the situation is unclear in studies of same industries, where some
studies showed that strategic group cognitions are largely homogeneous whilst others have reported opposite
results (Porac et al., 1989; Dornier & Karoui, 2003). On the basis of these conflicting results, this study chose
not to undertake procedures for controlling for acquiescence or equivalence issues. Instead, the researchers
made the simplifying assumption that the respondents would have both positive and negative skewing in their
personal scales, and that these would, on average, cancel each other out, resulting in the reported average
being a reasonable surrogate for the ‘true’ average.

There are two contrasting implications of such an assumption in terms of this paper. One view is that the
consensus opinion could be quite wrong as the respondent scales could be skewed differently in a systematic
direction for different industries. A counter view is that the existence of such a diversity of views would
actually provide a strong case to justify the approach taken in the paper in that competitive forces are not
obvious to all those in the industry and a quantitative approach should be taken in obtaining a consensus
view. The situation that, in a single cultural setting, there is little evidence to indicate that any such skew
would be only in one direction could be said to be similar to findings in psychological research, for instance,
where there is evidence is that the skew can both positive and negative amongst respondents in a single study
(Spender, 1993; Krueger & Funder, 2004).

It is recognised however that omitting a factor accounting for the acquiescent response bias could lead to a
biased assessment across the groups under study. Therefore, care was taken such that the firms that have
different perceptions of how the competitive forces operate were given different weights because they
possibly represented a different conception of the industry from the overall Australian industry consensus.

Despite these differing weights been used, it is recognised that in comparing the competitiveness scores of
different industries, some further research may be required in adjusting for equivalence. Further, whilst the
research study undertaken in this paper was essentially to demonstrate the practical applicability of the ICM
Framework across industries, the quantitative methodology detailed in this paper could be used in whatever
way industry niches are defined.

Appendix 2: The Most Competitive Situations under the Porterian Model

¢ Intensity of Rivalry: low industry growth, high surplus production capacity, high variability of demand,
high informational complexity, high exit barriers, low product differentiation, low value-adding activities,

high corporate stakes, low switching costs, high diversity of competitors and low industry concentration.

173



* Bargaining Power of Buyers: high number of competing products, low number of buyers, high
importance of buyers’ purchases volume, high knowledge of cost structure, low importance of industry

outputs, and high buyer’s threat of backward integration.

* Bargaining Power of Suppliers: high supplier switching costs, high importance of supplier’s input, low
number of suppliers, low importance of sales volume to suppliers, low availability of substitutes, high threat

of supplier’s forward integration and low threat of industry’s backward integration.

¢ Threat of New Entrants: low economies of scale, low capital requirements, high access to distribution
channels, low learning curve, high level of pro-competition government policy, and high expectation of

retaliation from existing firms.

* Threat of Substitutes: righ availability of substitutes and low substitutes switching costs.

Appendix 3: Competitive Factors in the Five Forces Model

The statements below were used to measure the direction of the competitive factors on a 5-point Likert scale
(1=strongly agree, 2=agree, 3=neutral, 4=disagree and 5=strongly disagree). All scores were then recoded
such that competitive factors which strongly increase competition is scored at +2 and those that strongly
decrease competition at -2.

Question asked were as follows
(Note: within sections the questions were mixed-up so that respondents were not alerted as to which
competition factor was been tested):

Section 1: Intensity of Rivalry

The following statements relate to the intensity of rivalry among existing firms in your industry. Please
indicate your agreement or disagreement by circling the corresponding response. (1=strongly agree,
2=agree, 3=neutral, 4=disagree and 5=strongly disagree).

B

Intensity of Rivalry
The growth rate of my industry is very low
The surplus production capacity of my industry is very high
Demand for products / services produced by my industry is very seasonal
My organisation requires complex information to conduct its operations
It is difficult for current firms to exit (leave) the industry
There is high value for brand identify or product differentiation in my industry
We do not perform much value-added activities
There is very high pressure (e.g. from shareholders, parent company, etc) to perform well
It is very easy for my customers to switch to my competitors’ products or services
My competitors pursue very similar strategies to those of my own organisation’s
My competitors vary greatly in size

o A Sl

—_ O

Section 2: External Industry Environment

The following statements relate to the external emvironment of your industry. Please indicate your
agreement or disagreement by circling the corresponding response. (1=strongly agree, 2=agree, 3=neutral,
4=disagree and 5=strongly disagree).

7.

8. B. Bargaining Power of Buyers

12. We have very few competitors in this industry

13. There are numerous competing products or services available to my customer
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14. There are numerous customers in the industry

15. Most of my business comes from high-volume customers

16. My customers have a reasonable knowledge of my costs or cost structures

17. My products or services are very important to my customers’ businesses or styles of living

18. My customers can easily produce the products/perform the services they currently purchase from us
(backward integrate)

10. C. Bargaining Power of Suppliers

19. Cost of switching from one supplier to another is very high

20. Suppliers’ input (raw materials, goods and services, etc) are a large part of the costs of my finished
goods/services

21. The number of suppliers to my industry is very limited

22. My firm’s purchase volume is very important to my suppliers

23. Substitute or alternative (not directly competing) inputs are readily available

24. My suppliers could easily enter my industry (forward integrate)

25. My organisation could easily produce the materials / perform the services we currently purchase from
our suppliers (backward integrate)

D. Threat of New Entrants

26. There are significant economies of scale in this industry

27. There is a high capital requirement to enter this industry

28. Prospective new entrants to my industry have limited access to distribution channels

29. There is significant learning curve (e.g. technical know-how) to enter this industry

30. Government policies favour firms currently in industry

31. When a new competitor enters the industry, existing firms often retaliate strongly

11.

12. E. Substitutes

32. Customers can easily switch to substitutes and/or alternative (not directly competing) products/services

33. There are high costs associated with switching to substitutes and/or alternative (not directly competing)
products/services
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ABSTRACT

Target costing is a strategic management tool that always tries to get lower cost of the product for whole
product lifetime. Traditional costing methods can not meet the needs of the enterprises, because affects of the
global competition is getting harder, the lifetime of the products are becoming shorter and the conditions of
the market is being formed by the demands of the customers which are always changing.

Under the effects of the global competition, the strategy of getting lower of the prices and the costs like as
target costing is becoming a strategic tool. Target costing which is directed by price with design orientation
that needs to be worked as matrix based working groups is a profit planning and cost management system.
Enterprises must satisfy their customers about quality, functionality and price by using their specialty on
product development for keeping standing in the market and being competitive.

Basically, target costing is used for product design and development stages at where it is more effective.
More than 85 percent of product cost is figured at design process, that’s why cost management must be
started at design level. Target costing process is started by defining the selling price which is obtained by
detailed analysis of the market. Enterprises can get the target cost by subtracting the profit share from the
selling price. In target costing, the cost is an input of the product development process, it is not an output.

In this paper, applicability of Target Costing system in tableware glass manufactory enterprise is to be
aimed. While marketing a new product, customer needs and enterprise needs are considered at the design
stage. That’s why, target sale price and target profit margin are defined at this stage. To achieve these
targets, target costing process is applied to design, production and purchasing processes. Whereupon, target
cost is obtained by using cost reduction techniques. Thus, the cost of new product is reduced to a level which
the customers willing to pay, and also a level which enterprises gaining the power of competition.
Consequently, this study shows that Target Costing can be used in manufactory enterprises for marketing
new products.

Finally, the cost reduction pressure issued by using target costing system must be applied onto the design,
production and purchasing processes. For reaching to the defined price according to the customer demands,
the cost reduction techniques have to be used. After reaching the target price, target costing system is
disciplined to guarantee the sustainability of this system in the flow of the enterprise processes. Providing the
sustainability of the target costing system means that gaining the power of the global competition.

Keywords: target costing, cost management, product design, product development, product pricing,
sustainability
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INTRODUCTION

Target costing is a cost management technique that is used for cost reduction with the contribution of
production, engineering, research and development, marketing, and accounting departments (e.g. Michiharu
Sakurai, 1990). Target costing is a planning tool that helps us to identify the features to be improved and
helps us in setting targets for designing and cost reduction (Cooper and Slagmulder, 1997). Target costing
technique focuses on searching opportunities for cost reduction at the product planning stage as well as and
providing continuous cost reductions (Sakurai and Scarbrough, 1997). It is a multidisciplinary tool while
traditional costing methods focus on departmental burden; target costing calls attention on customer needs
and product design (e.g. Robin Cooper and Bruce W. Chew, 1996). Therefore, target costing is more similar
to engineering and management than accounting. Successful applications of target costing require value
engineering and cost engineering tools (e.g. Michiharu Sakurai, 1990). Target costing enables product
development groups to develop products, not only acceptable quality for the market and also acceptable price
for target customer segment (J.M. Brausch, 1994).

This paper aims to show applicability of Target Costing system to market new products which can make
enterprises gain target profit margin and meet customers’ demands and desires, in order to get power of
sustainable competition for especially standard products in tableware glass market.

For marketing new products, determination of customers’ demands and needs, product, target sale price and
target profit margin tasks are carried by Marketing and Sales Department, for reducing cost, using cost
reduction techniques with applying cost pressure to processes is done by Design, Production and Purchasing
Departments.

At the first step of application study, cost analysis of the initial product design is done. By using adding-up
method target cost is determined. Afterwards, a study is done to get market-level target costing. Therefore,
customer needs and desires are determined to take into consideration in design stage. Target sale price and
target profit margin are defined at this design stage. To achieve target profit margin, product-level target
costing study is done. In this study target cost is determined via adding-up method. Hereafter, a cost analysis
is done for final product design, with the new product characteristics and production parameters. To fulfil
target cost, cost reduction techniques are applied to design, production and purchasing processes. Eventually,
target cost is obtained via cost reduction techniques.

THE CONCEPT OF TARGET COSTING, PROCESS AND
TECHNIQUES

Target costing is a strategic cost and profit management process. Conceptually, target cost is a acceptable
level of cost which can provide target profit margin for enterprises via target sale price accepted by
customers.

Target costing lays out a Japan originated cost management concept and generates information to assist
strategic decisions of enterprises in a competitive market environment. Basically, target costing means;

*  Setting sale prices for future products in the target market

*  Subtraction target profit margin from sale price

*  Determination target cost of product to be produced.

Target Costing Process

Target costing comprises the profit management for all functions of the enterprise during product
development process stage. The tasks to do for all functions of the enterprise can be listed as below.

e Plan the product quality that satisfies the customer.

*  Define the target costs that can provide the profit which is required not only to be able to produce
new product in the mid and the long term but also to meet the investment costs in the market
conditions.

¢ Design models to make the product design reach the target cost.
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*  Meet the customer needs in terms of quality and short delivery time.

Target costing process must be arranged to support the profit planning of the enterprise and joined into the
general profit management. In the application stage of the target costing, the answers of the questions below
are searched;
1. What are the long term marketing and profit strategies of the enterprise?
Where will be the target life zone when new products are produced?
What is the target profit margin?
How much the cost reduction level is realistic?
How can the aim of cost reduction be obtained?
Are there any outdoor conditions to force the target cost to be flexible?
How can the aim of cost reduction be shared among the product parts?
In order to be effective, target costing processes must be much disciplined. As Figure I indicate, the sub-
processes of the target costing can be classified into three groups like;
¢ Market Level,
*  Product Level and
*  Component Level.

Nk wh

Customer Cost Reduction
Demands Pressure
— >
Market Level Product Level Component Level
Costing Costing Costing

4+— <4+—

Changes in Cost Estimations

Product Features of Supplier

Figure I: A representation of process and relations in Target Costing

Market Level Costing

Target costing process begins with market level costing and the aim of this process is to define acceptable
cost of the products that will be produced in future. Acceptable cost is the cost that the product has to be cost
to gain desired profit in case of selling the product with the target sale price. Market level costing can be
separated into five basic steps.

*  Defining long term sales and profit aims.

*  Planning the product lines entirely for maximum profitability.

* Defining target sale price.

* Defining target profit.

*  Calculating acceptable cost.

Product Level Target Costing

The aim of the product level target costing is to define reachable product level target costs. These target costs
must create pressure for the product designers to find the ways for reducing the product costs. Product level
costing can be separated into three steps:

*  Defining target cost,

*  Obtaining target cost,

* Disciplining target costing process.

Component Level Costing

In this stage of the process, product level target cost is separated into component level and it is being defined
that the prices of the components which the enterprise willing to pay. In other words, while the enterprise is
defining the level target costs, it is already defining the sale price of the components which are produced by
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its suppliers and also it is focusing to find the ways for its suppliers to design the components with lower
costs. In order to realize this aim, the suppliers are using inter-organizational costing, while they are creating
new communication channels between the customers and the product designers.

Methods of Defining Target Cost

For defining target cost, three different methods are used. They are subtraction method, addition method and
combination method.

Subtraction Method: The basic factor in defining target cost by using subtraction method is the prices that
are given by the competitor firms. The product target costs in the subtraction method are calculated reversely
beginning from the sale price which is founded from the market searches. While the sale price of the product
is being created, the market conditions, customer needs and the competition situation are more cared about
than the product cost. After that, the profit that enterprises expect is defined. Also, while this profit is being
defined, the customers in the market and the competitor firms must be aware of. In order to calculate the
target cost, the profit which is defined by the enterprise is subtracted from the sale price which is created by
the market.
Target Cost = Target Sale Price — Target Profit

Addition Method: According to the addition method, while the target cost is being created, it is started from
the indoor factors and the capacity subject. In the addition method, three different factors can be taken into
consideration. These factors are equivalent products, design features and new rapprochements.

Equivalent Products: 1In this method, the target cost is defined in accordance with the equivalent
products or equivalent blocks. This kind of target cost is figured out from the past production
experiences.

Design Features: While the target cost is being defined by taking into consideration the very important
design features, the statistical techniques are even used like factor analyze and regression analyze. As
the easiest way, the past data are used for equivalent products as an rapprochement by finding the
relation between the normal real cost and one of the specific design features.

New Rapprochements: This method includes the usage of the some basic functions of the product or
the some basic dimensions in case of reaching the new rapprochement that is never used before in the
enterprise. At this point, if the new rapprochement is giving useful opportunity of reducing costs, its
application can be appropriate.

Combination Method: Combination method is joining the addition method (depending on existing
technology and abilities) and the subtraction method (depending on the market rapprochement). This method
even includes the evaluation process that is made after obtaining the results from addition and subtraction
method. Even if addition method is playing more important role in combination method, it is ignored that the
mentioned method is the method that joins two methods and giving target cost for a long term view.

GAINING POWER OF SUSTAINABLE COMPETITION
THROUGH TARGET COSTING

In the most recent period, change and transform, the world lived result from the structural change in the free
market economy. In other words, the structural tissue of the free market economy has evolved from product-
focused to information-focused. This evolving process eventuates rapidly. This global change and transform
process affects both the sub-structure and upper structure of the countries. The countries who have poor
structural systems, in spite of having sufficient own physical resources may have less per capita gross
national product and growth rate than the other countries who have inadequate own- resources but make
significant investment to infrastructure. In business terms, this transformation trend increases pressure on
genetic staff of businesses, customer, technology, product manufacturing processes, human resources,
management styles, internal business climate and corporate culture of a business, etc. This transformation
also makes compulsory the requirement of recoding the genetic code as a customer focused. Because these
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countries and businesses which have not competitive power at this market may not possible maintain their
lives. Competitiveness of a business is an indicator of the ability of costumers that provides to prefer the
products produced by enterprises persistently in the view of their substitutions. There are two critical factors
that affect this capability. One of them is productivity and the other is growth (sustainability). While
productivity has its train to increase general level of efficiency and cost advantage, growth (sustainability)
has its train to capture the revenue opportunities and to enrich the customer value.

To keep the enterprises standing in the market that is under control of the global competition, the customer
demands must be placed at the first priority of design, production and logistics processes. That’s why, there is
an obligation to use the management tools which are costumer demands oriented. In order to gain the power
of sustainable competition, using target costing system as a strategic management tool is one of the most
effective methods.

MARKETING NEW PRODUCT USING TARGET COSTING
TECHNIQUE IN TABLEWARE GLASS MANUFACTORY
ENTERPRISE

GURALLAR ARTCRAFT was founded to produce tableware glass according to customer demands by using
automation system completely in 1994 by Giirok Turizm Ve Madencilik Co.

In order to market the new product, the production cost parameters which are created in Design, Production
and Purchasing Processes are given to Marketing Department who calculates the product costs by using
existing cost component structure. All cost data in this paper are provided via this method.

Design Process of Initial Product

Domestic Sales Team gives all the detailed design data which are collected from the customers in the market
according to their needs to the Design Team that is also working under control of The Marketing and Sales
Department. The defined product specifications create the design inputs which are required for Design Team.
Figure II shows the artwork of product done by design department.

067.541

Figure II: Artwork of the initial product design in the light of customer demands
Defining Target Sale Price and Target Profit
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In the study of defining target sale price for the new product, all the indoor and the outdoor factors of the
enterprise are taken into consideration. Firstly the required data about desired price value of the customers
are collected for the new product which is designed according to their demands. In addition, as an outdoor
factor, the sale prices of the competitor’s products in the market that are equivalent to the new product are
searched. In result, in accordance with the required collected data and the board members of the enterprise’s
strategic view for the new product, the all studies are completed and the target sale price of the initially
designed product is defined as 0,50 TL / piece.

In order to define the target profit, one of the most important factors is positioning of the new product in the
existing product range of the enterprise. The data come from the costumers and the market show that the sale
volume of the new product is going to be high and keep its sale level stable through the year. According to
the study of the Marketing and Sales Team in the light of these all data, the target profit ratio of the new
product is defined as % 12.

Product Level Target Costing

The competitor’s prices for the equivalent products are the basic factor in the study of defining target cost by
using subtracting method. For the new product, all required searches are already made for getting created
price data from the market and in order to define the target sale price also utilized from these data. The
product target costs in the subtraction method are defined reversely beginning from the sale price which is
created in the market. The target profit is subtracted from the target sale price in order to calculate the target
cost of the new product.

Target Cost = Target Sale Price — Target Profit
Target Cost = 0,50 — (Target cost * 12/ 100) = 0,446 TL.

Cost Analysis for Initial Product design

The features of the initial product design which is designed according to the customer demands are given and
in the light of these data, Production Team illustrated the production process parameters in Table I. In
accordance with these production parameters, the cost calculation of the new product is given in Table II.

Table I: Production parameters and product features of initial product design

Production Parameters Product Features
Weight (gr.) 220 Weight (gr.) 220
Production Rate(product/min) | 76 Height (mm) 99
Efficiency (%) 20 Mouth Diameter (mm) 67,5
Production Loss (gr.) 55 Base Thickness (mm) 5
Total Weight (er.) 275 | LYolume (co) 210
Daily Production (products) | 87.552

Table II: Cost analysis of initial product design under given production parameters
and product features given in Table I
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Cost Analysis (TL per Product)
Material Cost 0,144 TL
Packing Cost 0,049 TL
Other Variable Cost 0,051 TL
Direct Labour Cost 0,039 TL
Energy Cost 0,051 TL
Shipping Cost 0,039 TL
Cost of Depreciation 0,057 TL
Burden 0,025 TL
General Administration Cost 0,051 TL

Total Product Cost 0,506 TL

The target cost is calculated 0,446 TL by using the target sale price and the target profit ratio, however,
according to the existing cost structure of the enterprise, the cost of initially designed product is calculated
0,506 TL. As it can be seen that in the existing conditions, the cost of the product will be higher than the
defined target sale price which will make it impossible to market the new product. For that reason, the cost
reduction methods must be applied to processes.

Application of Benchmarking Technique in Design Process

Firstly, the weights of the equivalent products in the market are searched and it is noticed that the weight of
the new product is heavier than them between %8 and %12. For not only providing the competitor’s products
weight but also not causing any quality defects in the production process, the sidewall and the bottom
thickness of the new product is redesigned. The important thing in this step, the final design must exactly
meet the customers’ first priority which is inside volume of 200 cc and it must not affect the product
negatively in customers’ opinion. Artwork of final product design is given in Figure III. Every design which
will not meet the customers’ demand and every design which will affect the quality of the product negatively
are going to create a product that is not accepted in Target Costing System.

Figure III: Artwork of the final product design in the light of customer demands
Application of Kaizen Costing Technique in Production Process
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Firstly, in forming team of production department, the production speed of 76 pieces / minute and the
production efficiency of %80 which are the production parameters of the new product are cared about. The
brain storm meetings are arranged to find the new ideas to pull the production speed and the efficiency up.
After meetings, making improvements about two subjects are decided.

The first subject who affects negatively the efficiency by breaking down the forming line and limits
production speed is about the main servo motor that is used for driving the machine table. After searching
deeply about this problem, it is found out that the cooling system of the main servo motor is not enough to
cool down the system effectively. As a result of required scanning, appropriate cooling system equipments
for the motor is found and provided. The trials with new cooling system shows that exceeding temperature is
avoided so that the production speed reaches 78 pieces / minute and the efficiency reaches % 82.

The second decision is to make new design for the application about new product holding equipment at
transfer points to pull down the production losses. This solution is just for avoiding losses to affect the
efficiency positively and even rising up the production speed can be tried. The design of the new production
holding equipment is applied then seen that the result is positive. It can be managed that the production speed
will be 80 pieces / minute and the efficiency will be % 84. Table III indicates the production parameters of
initial and final product products’ production parameters.

Table III: Production parameters of initial product design and final product design

| Production Parameters

Initial Design | Final Design
Weight (gr.) 220 200
Production
Rate(product/min) 76 80
Efficiency (%) 80 84
Production Loss (gr.) 55 38
Total Weight (gr.) 275 238
Daily Production 87,552 96.768
(products)

Cost Reduction in Purchasing Process

The Purchasing team works on the material cost parts of the new product to decide which subjects are prior
to get the costs lower. In result, two main cost subjects are chosen to improve.

Raw material: The meetings are held with the existing suppliers. It is declared to them that supplying raw
material is impossible for the new product with current prices and also it is strictly need to make cost
reduction. For supplying raw materials with price advantage, the suppliers are requested to apply this cost
pressure to their processes and to quote new prices that can be as low as possible in result of these works.

Packing: The meetings are held with the existing suppliers. It is declared to them that supplying packaging
material is impossible for the new product with current prices and also it is strictly need to make cost
reduction. For supplying packaging materials with price advantage, the suppliers are requested to apply this
cost pressure to their processes and to quote new prices that can be as low as possible in result of these
works.

After evaluation and improvements, for supplying raw material and packaging material, the most
appropriated prices are given by existing suppliers as reduction of % 10.
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ACHIEVING TARGET COST

In order to reach target cost by applying cost reduction techniques to Design, Production and Purchasing
Departments, the result are managed to get is listed below:

* In Design Process, after benchmarking works in the market fort he equivalent products, the weight
of the product which define raw material quantity is getting lower from 220 gr. to 200 gr. by
making new design.

* In Production Process, after making improvements to the forming production line, the production
speed is raised from 76 pieces / minute to 80 pieces / minutes and the efficiency is raised from
%80 to %84.

* In Purchasing Process, after applying cost pressure to the suppliers, the cost reduction is obtained
for raw material and packaging material as both %10.

Cost Results

Consequently, after application of Target Costing system with using cost reduction techniques unit price of
the new product is calculated. The cost analyse of initial and final product designs are given in Table I'V.

Table IV: Cost analysis of initial product design and final product design and cost
differences among product designs

| Cost Analysis (TL per Product)

Initial Final Difference

Design Design (Initial — Final)
Material Cost 0,144 TL | 0,112 TL 0,032 TL
Packing Cost 0,049 TL | 0,044 TL 0,005 TL
Other Variable Cost 0,051 TL | 0,051 TL -
Direct Labour Cost 0,039 TL | 0,035 TL 0,004 TL
Energy Cost 0,051 TL | 0,051 TL -
Shipping Cost 0,039 TL | 0,035 TL 0,004 TL
Cost of Depreciation 0,057 TL | 0,051 TL 0,006 TL
Burden 0,025 TL | 0,022 TL 0,003 TL
General Administration Cost 0,051 TL | 0,046 TL 0,005 TL

Total Product Cost 0,506 TL | 0,447 TL 0,059 TL

The cost of the product is decreased nearly %12 by the Target Costing system. As it is designated in Table
IV, biggest part of the cost decrease is on account of reduction material cost. This figure reveals the
importance of design process.

CONCLUSION

With rising global competition, the conditions of the market are getting more difficult and the customer’s
demands are getting more complicated. It changes the mind of the enterprises that we can sell anything with
any cost by defining prices ourselves to add the profit to the existing cost. The enterprises can stand and
compete as long as they can meet the flexible customers’ demands in terms of quality, price and
functionality. In order to adapt these changed conditions, the enterprises have to follow the improvements
and the innovations and to apply them into their processes. These points bring new rapprochements in terms
of cost and account management. One of these new rapprochements is Target Costing as a strategic
management tool which is born in Japan.

Cost of product is defined as 85 percentage in design process and after design process during production
applying cost reduction techniques bring much difficulties and high losses so that it must be focused on the
costs during design process before production. The truths of being defined prices by market and being
defined costs mostly by design force enterprises to manage costs before creating product and rise up the
importance of market oriented target costing. Target Costing is not only a strategy focused dynamic cost
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management system which is formed by market demands and firstly aims customer satisfaction but also a
way of getting power of sustainable competition in global market.

This paper shows the benefits of Target Costing System in production industry. Achieving target cost is a
crucial need for the enterprises to sustain competitive power. The calculations made in this study show the
importance of controlling costs. The cost of the product is decreased by 12% and the profit margin is
increased to 12% which is equal to target profit margin. These results and conclusions can be generalized for
other companies in the any sector. Under competitive market conditions it is important to set sale price which
customers are willing to pay and at the same time brings enterprises target profit margin.

Target costing system is not only applicable for production industry; it is also available for other sectors, the
concepts have been universal. Target costing system can be studied for other sectors as a future work for
controlling the costs. Regardless of what they produce, target costing system can ensure enterprises to
achieve target profit margins. We will concentrate our future work on the completion of fully implementation
of the Target Costing system to tableware glass industry to improve the competitive power of enterprise.
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ABSTRACT

In recent years the world energy resources shift from fossil fuels to renewable energy. In spite of strategic
geographical condition and various renewable resources of Turkey there is a fossil fuel dependency of other
countries. Turkey has been able to turn these disadvantages to advantage by way of giving importance to
R&D activities on boron technologies for storage and transportation of hydrogen energy. Turkey has 72% of
the world boron reserves and know-how of Sodium Borohydrate production. Sodium Borohydrate is a
compound that enables to store and transport hydrogen energy. Its productivity level is 95% in Turkey. It is a
significant opportunity for Turkey who wants to become a leader of the energy sector. This paper analyzes
the international competitiveness level of Turkish boron in energy sector by using Porter’s Diamond Model.
It explains main features of competitiveness structure of industry, and also, suggests strategies to evaluate
potential better. Primary and secondary research collection methods (the written literature, sector reports
and interviews) are used for methodology of research.

Keywords: Boron, Hydrogen, Michael Porter’s Diamond Model, International Competitiveness, Energy
Sector

INTRODUCTION

Energy as a physical quantity is an input which should be used in production. Its consumption rate is
regarded as an indicator of development of countries. Without its presence, it is not possible to mention
production, consumption, economy and human life. (Bahar, 2005: 35) Energy has a strategic importance in
the macro-and micro-sized development plan of countries. Moreover from the simplest to the most advanced
technologic products used in daily life, all depend on energy. Hence, energy should get by way of
continuous, reliable, clean and inexpensive. Because of the energy storage problem and environmental
awareness, developing countries ensure economic-ecological balance and planning of effective usage
approach instead of only resource allocation and production. (Mag, 2006: 1; Pamir, 2003: 1)

Energy consumption has increased because of the life style in Turkey (TBMMO, Metalurji Miihendisler
Odasi, 2006: 15). Although strategic geographical condition as an energy transmission line conjunction
between gas and oil producers (Russian, Africa, Middle East) and consumers (Europe, North Africa, India,
China, Japan) and various energy sources of Turkey, current energy resources can not meet demand and the
consumption balance has shown downward trend (Tiirkyilmaz, 2007:70).

As a natural consequence of fast industrialization, globalization, increased population, exhausted fossil fuels,
unbalanced distribution of resources on the world, increased energy costs, crisis and increasing
environmental pollution, countries has tried to find easy ways to access energy sources directly. They also
switch out renewable energy resources. In spite of dependency of other countries in Turkey, there is a
potential to turn this disadvantages to advantage by way of giving importance to R&D activities, applying
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right energy policies, making supporting law and increasing the rate of capacity utilization in production.
Beside these, it is required to strengthen industries wherein energy is an important input.

After the oil crisis in the 1970s, unstable character of oil prices has increased the importance of energy
supply security and the sustainable usage of energy resources. Global warming and climate change force
countries to balance between economic activities and the environment (Kum, 2009: 208). In this model, the
researches and investments on renewable energy sources (hydroelectric, geothermal, wind power, solar
energy, bio fuels and hydrogen) has been increased. Renewable resources have potential to be used as
primary energy instead of fossil fuels in transportation, housing and heating industry. In recent years,
countries have begun to give importance creating policies about wind, solar and hydrogen energy. Savrul
(2010: 49) argued that production and consumption turnaround in renewable energy is about 12%, whereas
fossil fuels production and consumption has decreased about 1% between the years 2001 and 2008.

As a renewable energy, wind power is a circulation patterns in the Earth’s atmospheres that are driven by
heat from the sun. Wind turbines convert the stream of air into electrical energy. While wind tribunes cover
large area, create noise pollution and have some quality problems about generating electricity, reduces fuel
costs, risks and economical and political dependency of others countries unlike conventional power plants.
(www.enerji.gov.tr, Access Date: 19.04.2010)

Another renewable energy source is solar energy that is there for the use of home-heating, hot water needs,
electricity generation, solar thermal systems and solar batteries. Electricity production from solar energy
however is there for the use of satellites, calculators, watches, street lights and traffic signals in practice.
Another use of solar energy is electricity supply for home, work place, villages, farms or communication
facilities which locate out of the network. (Colak et al., 2008: 40)

In future, world will meet a significant part of its energy demand from hydrogen. As an energy carrier,
hydrogen is one of the most abundant elements in the world. Hydrogen is not found in nature as an element
but it can be obtained in various ways. Hydrogen energy is the cleanest energy among the others. The most
important use of hydrogen is fuel for transportation sector (cars, buses, planes, trains and other vehicles),
space shuttles and rockets. Other uses of hydrojen are electricity energy for mobile (mobile phones,
computers, etc.) and locations, out of the network respectively. (Fuel Cell Report to Congress, 2003: v-vii )
The advantage of hydrogen energy is to be produced from all available energy sources. Developed countries
continue their intensive researches about converting solar energy into hydrogen fuel and solving problems of
storage and transportation of hydrogen. (Ider, 2003: 1)

Among the other renewable energy sources, hydrogen energy has attracted more attention because it has been
able to be fuel and to transport through hydrogen technology. In world there are many methods such as
pressure cylinders, liquid hydrogen storage, metal hydrides, carbon nanotubes, etc. that enable transportation
and storage of hydrogen but none of these methods meet full criteria. One of the most important criteria is the
security of hydrogen density (both weight and volume) used. The other important criterion is the cost of the
system. At this point, Sodium Borohydrate can be a solution for the problem. The system which uses Sodyum
Borohydrate has 20% more storage capacity than other systems and minimizes the risk of hydrogen
exploitation. Moreover the reaction is controlled easily. In reaction half of the hydrogen comes from the
hydride, and the remaining comes from water. Catalyst and sodium metaborate are reusable.
(www.mam.gov.tr, Access Date: 19.04.2010)

In a direct sodium borohydrate fuel cell, there is produced electricity without an interim stage of hydrogen
production. The basic principle of this production is the reaction with water and borax. Hydrogen production
and storage units are used as fuel directly, without sodium borohydrate. Direct sodium borohydrate fuel cell
has a great importance in civil (telephone, radio, small television, a hand cleaner, etc.) and military (local
lighting (Varta, etc.), portable radio, telephone, electronic warfare equipment (radio receivers, etc.), staff,
heating, unmanned vehicles, sensors, etc.) applications. (www.mam.gov.tr, Access Date: 19.04.2010)

The purpose of this study is international competition of Turkish Boron in the Energy Sector according to
Michael Porter's Diamond Model. Turkey has approximately 72% of world boron reserves and boron is used
in a wide scope from detergent to space industry. If Turkey evaluates her high potential, she will be one of
most important countries who determine the costs of fuel in energy sector.

The article proceeds in the following manner. First, we briefly review the literature regarding the
competitiveness of the energy sector according to Michael Porter’s Diamond Model. Second, we give general
information about boron and emphasize its importance for energy sector. Third we detail the factors of
Diamond Model according to boron in energy sector. The final part of the article is conclusion.
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LITERATURE REVIEW

In the most recent period, the structural tissue of the laissez-faire economy has evolved from product-focused
to information-focused. This global change and transform process affects both the sub-structure and upper
structure of the countries. The countries who have poor structural systems, in spite of having sufficient own
physical resources may have less per capita gross national product and growth rate than the other countries
who have inadequate own- resources but make significant investment to infrastructure. In business terms, this
transformation trend increases pressure on genetic staff of businesses, customer, technology, product
manufacturing processes, human resources, management styles, internal business climate and corporate
culture of a business, etc. This transformation also makes compulsory the requirement of recoding the genetic
code as a customer focused. Because these countries and businesses that have not competitive power at this
market may not possible maintain their lives. Competitiveness of a business is an indicator of the ability of
costumers that provides to prefer the products produced by enterprises persistently in the view of their
substitutions. There are two critical factors that affect this capability. One of them is productivity and the
other is growth (sustainability). While productivity has its train to increase general level of affiances and cost
advantage, growth (sustainability) has it its train to capture the revenue opportunities and to enrich the
customer value.

In 1990, Porter developed Diamond Model which analyzes international competitiveness of sectors in his
book named ‘National Competitive Advantage of Nations’. The model designed like a diamond defines four
factors that affect the competitive advantage. These basic factors are factor conditions, firm strategy and
rivalry structure, demand conditions and related and supporting industries. State affects four factors
externally in the model. Diamond Model introduces a system where fundamental variables are taken in
consideration all at once, not one by one. In other words, all factors placed on a corner of the diamond and
affect each other. Therefore system gains a dynamic structure (Eraslan et al., 2006: 53-54).

There are two studies which analyze competitiveness of the Turkish energy sector by using Michael Porter's
Diamond Model in the literature. The first of these studies is Hing’s study wherein the electricity sector is
analyzed (www.emo.org.tr, Access Date: 19.04.2010) and second study analyzes the energy sector of the
province of Tekirdag (www.tekirdag.gov.tr, Access Date: 19.04.2010). Denizli is selected as a pilot province

in cluster studies for energy sector in Turkey (www.tumgazeteler.com, Access Date: 19.04.2010).
Furthermore, energy is utilized as a production factor in competitiveness analyses of some sectors by
Diamond Model (Eraslan and Et al., 2006, 2007, 2008). In these studies, energy is a cost factor which affects
the competitiveness of the sector in these analyses, because it has a strategic importance. Ozdemir and
Yiiksel (2006) who set out set out energy as a input factor investigate impact of forward and backward links
of the sector on economy in their studies.

Developments, policies, problems and evaluations of energy sector in Turkey are discussed in Symposiums
and regional forums. Some of those are Chamber Turkey Energy Symposium, the National Clean Energy
Symposium, New and Renewable Energy Sources Symposium, Renewable Energy Resources Wind Energy
Symposium and the Hatay region, Eastern Black Sea, Southeast Anatolia and the Aegean forums, etc. These
studies help having an idea about the level of competitiveness of energy sector indirectly. Utlu and Hepbaslh
(2004) make comparative sector analysis of availability of energy for industry, transport and residential
sectors between the years 1999 and 2000 and they explain the importance of planning to increase efficiency
of energy. In recent years, academic studies related to energy sector in Turkey emphasize on renewable
energy sources.

State Planning Organization (SPO), one of the most important institutions in Turkey, has identified the
current situation and has developed energy policies in Five Year Development Plan since 1963. SPO is
published Mining of Ad-Hoc Committee Report in the Eighth Five-Year Development Plan for 2001-2005
period. Furthermore, Ninth Five-Year Development Plan (2009-2013), pays attention to boron technology for
high value added products. There are found vast academic works about technical improvements for
production, increasing productivity and developed technologies on boron in universities.

Moreover, mining, chemistry and engineering departments fully treat this subject at their thesis. Boren
Institute, TUBITAK Mineral Research and Exploration, General Directorate of Eti Mine General
Organization have had many projects on boron.
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BORON

As a fundamental input of manufacturing sectors mines play an effective role in the development of
economy. Turkey has an important competitive advantage according to other countries in terms of reserves,
quality and variety of minerals, production capacity, ease of processing and low cost of production.
(Buluttekin, 2008:2-3)

Boron does not exist in nature as a free element. It is bounded by oxygen in nature and found in soil, rocks
and water. The most important minerals with their different B,O; contents are tincal, colemanit and ulexite.
Although boron minerals can be used in some industries as concentrates, refined boron products and special
boron chemicals products are very widely used in many various industries. (Eti Mine Annual Report, 2005:
12) Tincal, a raw material of Sodium Boron Hydride has great importance in the energy sector. Tincal is from
Sodium class of boron with 26% B,0O; content and its reserves locate at Kirka in Turkey. Beside tincal,
colemanite, a raw material of Boric acid is from calcium class of boron with between 28-30% B,O; content.
Colemanit reserves locate at Emet, Kestelek and Bigadi¢ at Turkey. Boric acid is a reactor of Sodium Meta
borate which provides using hydrogen as energy in fuel cells and is a production by reaction of colemanit and
sulfuric acid. Colemanit and Tincal are mined through open — cost mine method and are processed in
factories. Boron products can substitute each other because the main use of them is their B,O; content (Eti
Mine Annual Report, 2005:14). But in Turkey, as a single producer of boron Eti Mine doesn’t allow
competition between its exploitation managements.

General Directorate of Eti Mine General Organization is all state-owned capital and responsible for
production, processing and marketing of Turkey’s boron products. Eti Mine Works consists of Bandirma,
Kirka, Emet, Bigadic, Kestelek Boron Works (www.etimaden.gov.tr, Access Date: 19.04.2010).

Within its oligopoly structure, world boron market differs greatly other raw materials markets. Major boron
producers of the world are US Borax Inc. in USA and Eti Mine in Turkey. Supply, demand and prices are
determined according to their short-medium and long expectations. After 1978, nationalization is made in
Turkey to provide a pricing discipline and to prevent developing small-scale mining companies disappear
among American companies which have strong capitals. After nationalization, (Akdas, 2004: 40) Eti Mine
has increased its market share rate from 11% to 38%.

75% of world boron consumption concentrates in glass, ceramics, and agriculture, textile and detergent
industries. Boron is there for the use of mobile telephony and radio batteries, solar energy and hydrogen
storage, solar cells as a fuel cells, etc. in the energy sector. Boron minerals can be used in land and sea
transportation vehicles (cars, trucks, locomotives, ships) as a fuel. Boron has been researched to obtain
engine fuel or to be a engine fuel since the 1950s (Karakog¢ and Eraslan, www.maden.gov.tr, p.155, Access
Date: 19.04.2010). Karako¢ and Eraslan explain an engine system introduced by Graham Cowan that uses
boron as fuel in detail. Cowan argues that boron is more efficient even more than hydrogen.

A.B.D is one of the most advanced countries who make R&D research to develop boron technology. On the
other hand, Europe Space Agency is another institution who researches boron fuels. Boron Research Institute
and TUBITAK MAM Chemistry and Environment Institute maintain their R & D activities corporately about
production of high valued boron compounds and sodium borohydrate synthesis and production. They
complete a common Project named ‘direct sodium borohydrate fuel cell production’. They have a pilot
establishment for production of sodium borohydrate. Inger et.al (2009) gives detailed information about this
project in their study.

METHODOLOGY OF RESEARCH

The aim of the study is to identify the international competitive position of Turkish Boron in Energy Sector
by using the Diamond Model of Michael Porter. In this study primary and secondary research methods are
used. Datas are collected from various sources such as sector reports, catalogs, records, related internet
resources of related organizations, scientific articles etc. Besides sector data, interview method was applied to
department managers of Eti Mine and related university members as a secondary data. Questions are
orientated Eti Mine’s general structure and policies, personal thoughts and opinions of, interviewees and the
academic researches in light of literature review. The factors of Michael Porter’s Diamond Model (factor
conditions, demand condition, related and supporting industries, and firm strategy and rivalry structure and
state) are divided sub factors and analyzed their international competitiveness power within rating with low
(-), normal (0), and high (+).
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INTERNATIONAL COMPETITIVENESS ANALYSIS OF
TURKISH BORON IN ENERGY SECTOR BY MICHAEL
PORTER’S DIAMOND MODEL

Data gathered through primary and secondary data collection methods are evaluated according to rating
mentioned above, and then sub factors are located in Figure 1 as seen below.

Figure 1: International Competitiveness Analysis of Boron in Energy Sector According to Michael Porter’s
Diamond Model
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Reference: Michael E. Porter. (2008) On Competition Harvard Business School Publishing Corporation,
U.S.A, p.5.

Factor Conditions: These factors are raw materials, unskilled and skilled labor, technology, geographic
location. These factors have strong impacts on competitiveness of boron in energy sector. Which country has
a big amount of reserves, advanced technology, wide transportation network and skilled labor, this country
has become leader in sector and has right to determine prices.

Raw Materials: Turkey has approximately 72% of world boron reserves. The most important boron reserves
are collected in four main regions in the world: (Buluttekin, 2008: 12):

Located in the south of the U.S. State of California "Mojave Desert"
South America the "Andean Belt"

Turkey is also where the "South-Central Asian Orogenic Belt"
Eastern Russia

In 2009, world production of boron has approximately decreased 19% and has reached3.29 million tones.
Turkey has 41% share in first place in the world while North America (USA) 29%, South America (Chile,
Argentina, Peru and Bolivia), 18% and Asia (Russia, China and India) 12% share is followed Turkey. (Eti
Mine Annual Report, 2009: 6)

The B,0s; identifies the quality of Boron. According to the annual report of Rio Tinto companies in America,
B,0O; content of Tincal is 25%. In Peru, this rate is 25-27%, in China and Kazakhstan it is 8-10%, Russian
average B,0;rate is 9-12% (Annual Report of Eti Mine, 2009: 4). In Kirka, Tincal B,O; rate is 26%, in Emet
B,O; rate is between 28% - 30%, in Bigadi¢ B,O; rate of colemanite and ulexite are 29%-31% and in
Keselek B,0; rate of Colemanite is 29% (TMMOB, 2003:3).
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Labor: Turkey has an advantage over other countries in terms of skilled and unskilled labor (engineer,
chemist, miner, metallurgy or workers etc.). If we look at OSYS (University Entrance Examination) 2009
Statistics, identified quota in mining, chemistry, metallurgy and their engineering departments has 3.3% all in
undergraduate degree programs while this rate is 1% for 2 years programme. In accordance with the quota,
interest shown in these programmes at the undergraduate level is 91% and 83% in 2 years programme.
Unlike the identified quotas are low, the interest in these areas is high. At Eti Mine Organization, 76% are
workers. 88% of workers are high school and over educated. It can be said that there is enough potential and
skilled workforce at Eti Mine.

Technology: Eti Mine has evaluated domestic sources for technology, particularly for equipment and
machines. In conclusion, technology is sufficient.

Geographic Location: Turkey has already a strategic point in terms of closeness of Europe markets. The
foundation and closeness of raw material has created an advantage. In addition, establishing factories near
residential area and having a basic structure of distribution network have crated cost advantages in the
international area. For example, in the U.S.A. and China, reserves are located very wide area but not
clustered in a region. Mining and processing are expensive. Most of the minerals B,Oj; rate is below than
12% rate.

Company Strategy and Competitive Structure: Company growth strategy has placed on competition,
enterprise development and the environment axis. By developing advanced technology, they aim to establish
boron oriented industrialization in Turkey. In this direction, they change production line from concentrated to
refined products. They take patent at their first technological product Calcine Tincal. In addition, they make
investment continuously to get bigger the production capacity. In the field of advanced research and
development aim to compete with America while following the cost leadership strategy. To be fast and just in
time to access international markets, they give importance to their logistics and overseas trade agencies. To
prevent pollution of production conducted business activity, the ISO 14001 Environmental Management
System (EMS) is created a system for environmental activities. Since 2005, they have been market share
leadership. They have to determine prices but crises affect them in a negative way. Also there is some
speculations about that they don’t reliable to environment standards. This speculation also affects the demand
of boron. (www.etimaden.gov.tr, Access Date: 19.04.2010)

Demand Conditions: The more demanding the customers in an economy, there is a pressure facing firms to
constantly improve their competitiveness via innovative products, through high quality, etc.

Domestic Demand: Domestic demand is low in Turkey. Eti Mine meets all domestic demand but domestic
demand has only 3% share in entire income. In 2009, domestic demand was approximately 16 million U.S. $
revenue. It is decreasing according to previous year within 2008 global crisis.

Foreign Demand: Eti Mine is responsible for approximately 37% of world demand. RT Borax with 28%
rate follows Turkey and other manufacturers are responsible for 35% in world demand. In 2009, Eti Mine
imports U.S. $§ 435 million worth of boron to word. Although foreign sales of Eti Mine in 2009 have
increased 126 % according to year 2002, with the global crisis, foreign sales showed a decrease 26% of the
total product basis according to year 2008. Since 2003, China glass industry in the Far East countries,
primarily increase the demand of boron and consumption rate. (Eti Mine 2009 Annual Report)

On the other hand the sodium borohydrate in the U.S.A. where its consumption is about 2000 tons / year.
Consumption rate has reached two-digit numbers. Prices of Sodium borohydrate is between 50-75 U.S. $ / kg
(powder) and 40-55 U.S. § / kg (12% NaBH4 solution). It used for paper industry to whiten except energy
sector. ( Basoglu, 2003 TMMOB Boron Report)

Sodium borohydrate in the world, some brand names are sold with patented: Borol (Paper Industry), Sws
(pharmaceutical industry), Venmet (waste water), Venpure (purification of organic chemicals), Venvat,
Venhit (Cotton transactions).

Related and Supportive Industrial Organizations: Industries, universities and research institutes exchange
information and promote a continuous exchange of ideas and innovations.

Industrial Organizations: Industry uses boron as a raw material in production in a wide spectrum. They
allow institution to experience new products to see their performance. This application helps Eti Mine has
developed new high technologic products.
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Logistics: Logistics has an important role in transportation of goods abroad. It has a basic and well structured
land and sea transport network. Boron products are coming to Bandirma in trucks and are transferred by sea
to the European market.

Research Institutes: Boren Institute always aims that develop production processes and increase value of
products and makes collaboration with TUBITAK MAM to give technical support to investment projects of
Eti Mine.

Universities: Universities not only supply qualified employment for the institution but also give support with
academic studies.

State: Government is acting as a catalyst and challenger to encourage raising company’s performance, to
support company financially and make laws. It has more powerful than other factor despite it affects system
externally.

Employment: A particular part of employees hired by central examination system.

Nationalization: Boron in the world market differs from energy sector. Privatization may be a good strategy
for energy sector but not boron sector because of having a pricing discipline.

Social Security: Eti Mine is a state institution so all employees are guaranteed by state.

Laws: Gaps in the legislation cause delay in investments of the institution and bureaucracy may slow down
works.

RESULTS

Turkey has depended on other countries in terms of fossil fuels; but she has advantages over other countries
in terms of renewable energy resources and geographical position. Nowadays, the world countries shift their
attention to renewable resources especially to hydrogen energy which is the most clean and available to
transportation. Researches on energy aim to find the best way to storage hydrogen. Sodium Borohydrate has
found the best solution of this problem. Turkey has 72% of boron reserves. General Directorial of Eti Mine
Organization is the single producer of boron in Turkey. This is a necessity because of the world boron market
structure. In past Eti Mine only import concentrate minerals such that Colemanite, Tincal and Ulexit but USA
is developed technology and get high income through selling rafine boron products. Therefore, sustainability
of Turkey’s competitiveness, Eti Mine has changed its strategies and to be a leader in both energy and boron
sector increased investments on R&D activities. It is successful to have knowledge and know-how to product
sodium borohydrate.

When boron in energy sector analyzed with Diamond Model of Michael Porter, it is seen that its international
competitive level is high. But Eti Mine needs some improvements still especially in domestic consumption.
The share of domestic demand in total income is %3. There should established industries which will use
boron intensively to increase national demand. Also state should give special importance to automotive
industry. Because when boron or hydrogen will start to use as a fuel, automotive sector will develop faster
than other sectors. State should pay attention to not leave gaps in law, because the other countries makes
problem waste of boron especially Europe, far from raw materials. Eti Mine should follow more
environmental strategies and apply total quality management every department of the institution. To make
better marketing strategy, Eti Mine diversifies its products and makes brand in boron and distribute its
dealers in a wide area. Eti Mine has a brand, Calcine Tincal but it’s the first product since the institution has
existed in boron market. There is last problem is negative impact of crisis on demand of boron. The
supported financial structure and foundation of institution may solve this problem. It can be done with give
significant importance to R&D activities and should increase its share in capital.
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INTERNATIONAL COMPETITIVE POSITION OF THE
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ABSTRACT

The common market of factors of production in the European Union (EU) involves the free movement of
labour factor, financial capital and innovation/technology. Technology as a separate factor of production in
an integrating area is rarely incorporated into theoretical analysis. From a theoretical point of view, there
are different relationships between various segments of the market of factors of production. Importance and
strength of the relationship between them changes with each shift in the economic development of the EU
member countries and deepening of integration processes. No doubt, however, that the central element
becomes innovations / technologies, that lead to structural changes and local changes in integrating areas.
Therefore, the purpose of this article is to assess the progress of the integration processes on the technology
market in the EU and the identification of the relationship between this segment of the market of factors of
production and its remaining segments.

The first part of the article presents the technology as a factor of production in an integrating area. Next we
describe the influence of R&D on the region’s competitiveness and we identify the main characteristics of the
technology market in the European Union. The main aim of the next part of the paper is to indicate the role
of international business in the creation and transfer of technology in the European Union. The analysis
conducted in the paper is based on specialist literature and statistical data.

INTRODUCTION

With the economic opening up of Eastern Europe and the advances of Asian newly industrializing countries
in the world market global competition has intensified - especially in the field of labor-intensive products and
medium intensive technologies. For European Union's countries and regions facing intensified import
competition and the relocation of production in the context of foreign direct investment outflows it is
therefore important to increasingly position themselves in advanced technology fields. Hence Research and
Development (R&D) are increasingly important for growth and international competitiveness. It particularly
enables the development of new products and process, the reduction of production costs and the improvement
in the quality of production.

When regional differences in the European Union are discussed, the focus is often on economic differences.
However, if the analysis is extended to research and technology factors, it becomes clear that the gap
between strong and weak countries is even more pronounced in connection with research and technology
than the economic gap. Furthermore, pronounced differences exist not only between the member states, as
there are also major differences between regions within individual countries (European Commission, 1994;
European Parliament, 1997).

TECHNOLOGY AS A FACTOR OF PRODUCTION IN AN
INTEGRATING AREA

Technology as a factor of production in an integrating area was not the subject of comprehensive studies in
the theory of integration. Technology understood in the broad sense includes not only the production
technologies (product and process technologies), but also managerial knowledge, marketing skills, and other
so-called intangible assets on the level of a company (Pavitt, 1999; Van Tho, 1993). Constant development
and spread of technology is widely recognized as a key factor distinguishing modern and modernizing
societies.
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Technology can be transferred in the form of tangible assets such as new products and equipment; in the form
of intangible assets such as patents and licenses and in an informal way, by exchanging information and
knowledge (Howells, 1998). It can be transferred through various channels, which are divided, generally
speaking, into public and private. In the first case, the transfer is carried out by public organizations: the
governments of highly developed countries and international agendas. Technology is then the public good. Its
transfer is a part of technical assistance and economic cooperation with developing countries. In the second
case, the technology is transferred by private companies on commercial basis.

Creating a technology is subjected to the process of internationalization starting from the early '80s, what is
expressed in the so-called R&D internationalization (Gerybadze, Reger, 1999). Traditionally, this process
was characterized by a unilateral transfer of technology, i.e., ideas for new products and technological
knowledge have been created by a dominating parent institution and copied in other peripheral locations.
This process can be interpreted as learning from the outside or the exploitation of knowledge moving from
the center to the periphery. In contrast, the new innovation process is characterised by: 1/. Multiple centers of
knowledge in different geographic locations; 2/. A combination of learning through the transfer of knowledge
from the parent company and the knowledge created in a given location; 3/. Technology transfer, both
between different geographical locations and between organizational units. Developments in science and
technology (see Note 1) have led to crystallizing of the polycentric structure of national research and
innovation systems. In every important area of research there have developed two - three so-called “centers
of excellence”, which compete with each other and which rankings can change quickly.

RESEARCH AND DEVELOPMENT AS A FACTOR OF
COMPETITIVENESS

Research and technological development or, more generally, the ability to innovate and produce new
products and knowledge are important factors for competitiveness and hence for a economy’s growth
potential (O.E.C.D., 1996; European Commission 1997; Schmookler, 1966; Solow, 39/3; Kaldor, Mirlees,
1962; Gomulka, 1971). Since continual change is the feature of the market, on-going research and
technological development and innovation are essential. Access to technological development and innovation
is of crucial importance for a region's capacity to compete in a global market.

The post-war view of R&D policy was based on an implicit routinized model of innovation in an economy
where the most important inputs were land, labor and capital. R&D and technological change itself were
viewed as being simply supplement to these factors of production. This was also an economy of relative
certainty and stability. The international competitive advantage was generally achieved through cost
reduction resulting from large-scale mass production to exploit scale economies. The supplemental role of
R&D in the post war economy was designed to reduce costs through process innovation and to generate
incremental innovations. The routinized role of R&D was perhaps first articulated by Schumpeter who
observed that, "Innovation itself is being reduced to routine. Technological progress is increasingly becoming
the business of teams of trained specialists who turn out what is required and make it work in predictable
ways" (Schumpeter, 1942).

Companies in the weaker regions can no longer compete with procedures in the developing countries on
wage costs. At the same time, they are subject to the pressure of competition from strong countries and
regions with rapidly changing patterns of innovation and a faster and shorter life cycle for products. In order
to compete on high-tech markets, the weaker regions must adjust to the demanding pace set by the
prosperous regions in the Community in the area of product and process invention and innovation (note 2).
R&D is needed for process innovations, which allow costs to be cut and hence markets to be widened - this
could facilitate the exploitation of static and dynamic economies of scale (Audretsch, 1995; Scherer, 1992).
R&D is also a requirement for product innovations, which allow firms to charge higher prices. Firms that are
eager to recover R&D investment costs and to earn a Schumpeterian rent from innovation will try to ensure
intellectual property rights, typically via patents. They will also massively invest into marketing in order to
create preferences in favor of the novel products. R&D as well as marketing expenditures create market entry
barriers because they largely represent sunk costs; newcomers will find it therefore difficult to successfully
enter the market. Innovative firms thus can enjoy extra profits which partly will have to be shared with
workers since trade unions in highly profitable industries will strongly lobby for wage rises. With continued
product innovations the value-added by the firm will indeed rise continuously such that the wage bargaining
process will result in rising real wage rates and higher real incomes in some sectors. This in turn will result in
multiplier effects in the overall economy.
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Launching product innovations will stimulate the growth of demand directly as was emphasized by
Schumpeter who also stressed that entrepreneurship is the basis for long-term growth and economic cycles
(Schumpeter, 1939; Korres, Lionaki, Polichronopoulos, 2001). Both for R&D devoted to product
innovations and to process innovations it holds that unit R&D costs can be reduced if large output volumes
are realized during a given innovation cycle. From this perspective the gradual increase of R&D expenditure
- GNP ratios is bound to stimulate competitiveness. While competitiveness certainly has aspects of relative
technological positing in world markets - typically emphasized in the literature - one should not overlook the
global real income effect of process innovations (the price reduction effect). Product innovations create new
markets and stimulate the expansion of firms as diffusion of novel products and processes follow a logistical
expansion path. In the context of an open economy it is crucial that EU firms specialize in a way that is
consistent with their respective comparative technological advantage (Dosi, 1988). This could be an actual
comparative advantage of a potential advantage that relies on strong domestic market growth or R&D
subsidies in the context of dynamic scale economies.

CHARACTERISTICS OF THE TECHNOLOGY MARKET IN THE
EUROPEAN UNION

Market of knowledge is highly imperfect, and when left to its own, functions improperly. This results from
the characterization of knowledge as a public good, which discourages the supply of knowledge and
investment in research. Three ways are indicated to improve the functioning of the market of knowledge and
commercial ideas (Pelkmans, 1997): 1/. Subsidizing the supply side by the government; 2/. The
internalisation of the market of knowledge within enterprises by controlling the internal R&D activity and a
systematic commercialization of results; 3/. The introduction of and respect of the protection of intellectual
property rights. It should, however, be noted that these methods could also be the source of distortion in the
market.

With regard to the subsidization of R&D sphere in the EU's support for R&D, activities can be made at the
level of a member country and at EU level. (Basic data on the size, structure and effectiveness of
expenditures on R&D are summarized in table 1 and graph 1). Functioning of multi-research programs
funded by particular governments can lead to a reallocation of R&D activities among member states.
Subsidizing R&D activities at EU level is, as it was evaluated, not more than 6% of expenditures of the
member states on this purpose.

Table 1. Basic data on the size, structure and effectiveness of expenditures on R&D

1998 | 2001 | 2003 | 2005 | 2007

1.79 | 1.86 | 1.86 | 1.82 | 1.85
7.1 Research and development expenditure, by sectors of
performance

7.1.1 % of GDP E.U. 27

Research and Development expenditure, government sector 0,27 | 0,25 0,24 | 0,25 | 0,27

Share of research and Development Personnel (%of the labour force) na 1,29 | 1,33 | 1,37 | 1,41

Total European patent applications (in 000°s) 45,2 | 50,8 | 51.5 | 55.1 | 56.7

Source: Eurostat, European Commission

Graph 1.
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The internalisation of the market of knowledge within companies, as a method of correcting its deficiencies
at the EU level, requires consideration of two aspects: ie the extent of internationalization (or to be more
precise "europeanization") of companies and their participation in cooperation for networks in the scope of
R&D. Internationalization of production and R&D means the distribution of these activities in different EU
member states and a free movement of knowledge within the integrated areas but exclusion of single
companies from this activity. This can result in uneven distribution of R&D function in the whole European
Union and in concentration of more developed countries, attracting these types of activities.

Creating a network of cooperation between companies in the field of technology is also an indicator
characterizing the technology market in the EU. This cooperation is made between institutions of non-profit
type and in business sector. Institutions which are not focused on gaining profit (such as various types of
colleges and universities) are traditionally open to international cooperation. Business sector, operating in
conditions of competition, is seen as an unwillingly cooperating with strategic rivals, especially in the field of
technology. Data on cooperation agreements between the companies - not just in the European Union -
collected in the 90s deny, however, this quite common view (Cantwell, Janne, 1999; Archibugi, Michie,
1995). An increase in creating networks of cooperation between companies is observed, especially in the
field of so-called high technologies (biotechnologies, new materials, information technologies). According to
estimates, approximately 70% of all monitored agreements were attributed to these sectors (Archibugi,
Michie, 1995) .

Two main reasons for the increase in popularity of these agreements are indicated: 1/. Due to the nature of
new technologies, which require a substantial ,,wealth” of knowledge for their mastering, the success of
innovative activities of individual companies depends on the access to information about what is happening
in a given field; 2/. In the case of emerging industries, particularly important is to gain and exchange
information in order to reduce potential losses. Benefits of companies arising from this type of cooperation
include distribution among partners considerable financial outlays necessary for the specific activity, which is
the R&D, accelerating the return on investment incurred by a faster spread of the company's assets, risk
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spread, increasing efficiency owing to the benefits of scale, scope and specialization, turning of competition
into collaboration.

In relation to companies from the European Union, a strong growth in the number of cooperation networks
between them, especially in the field of information technologies. These are networks created independently
by companies, and such, which are sponsored by the European Union. The available data suggest, however,
that it would be unjustifiable to make a conclusion about the dominance of intra-EU relationships in the
different segments of EU technology market, or the existence of general patterns of behaviour attributed to
the operation of the market. Data collected at the stage of finalizing the construction of the Single Market
indicated that, European companies in a greater extend cooperated with partners from the U.S. than with
European partners. Intra-European joint research projects accounted for 19% of all such operations, while
Euro-American — 21%. This would indicate that there is a more global rather than regional approach to
technology issues. It should also be remembered that intra-European cooperation was not only a result of
the shifts in market forces and effects of market integration in the market of the factors of production, but
also the effect of policy to support the research and technological development, carried out at EU level.

Technology Policy of the European Union

The technology policy's objective is to promote technological research and technological development as one
of the key factors of the improvement of the competitiveness of the whole EU on the international markets.
From the point of view of this analysis it is important to identify those elements of technology policy that
affect the functioning of the market of the factors of production in the integrating area. This policy is based
on the principle of subsidiarity. The Member States retain the freedom in the field of research and
development, and at EU level, the attempts are made to coordinate and finance, with respect to these research
areas which are of a supernational meaning. The technology policy of the European Union covers both
support for basic research and diffusion of technology, as well as for the development of technological
cooperation of various organizations and institutions, focused on the development of scientific research base
for small and medium-sized companies. Realization of such formulated objectives corresponds to the need of
the improvement in functioning of the market of knowledge within EU functioning of markets previously
discussed. Crucial elements here include: 1/. Support for the basic research, 2/. Support for the spread of
technology, 3/. Promotion of the technological cooperation. The technology policy of the European Union is
realized in practice within long -lasting research framework programs (the so-called Framework Programs).
These programs, define the scientific and technological objectives, priorities and proposed projects necessary
for their implementation, together with financial resources and their distribution among particular leading
research tasks.

Technological specialization and the international competitive position of
the European Union

Indirect answer to the questions posed above can be sought in analysis and evaluation of technological
specialization of the European Union and its international technological competitiveness. Evaluation of
technological specialization of the EU, in the scope of the deepening of integration came out unfavourably
against its competitors: the U.S. and Japan.

The technological specialization of so-called Triad (USA, Japan, EU) measured by the sum of absolute
differences in shares of patented ideas (which are assigned to specific industries in the tested period of time)
and by so called Herfindahl index - which is a measure of the concentration of patent patterns (sum of
squares of the shares of individual industries in the total number of patented ideas from each country,
multiplied by 100) - shows significant differences. Between 1992-2002 the U.S. and Japan have reached a
much stronger shift towards a concentration of innovative activity, and as a result, a higher degree of
technological specialization than the EC. At that time the European Union experienced a reduction of
technological specialization, what proved not enough use of their potential to achieve scale benefits within
R&D activity. It is assumed, that the lack of an innovative specialization still results from parallel
competitive functioning of R&D programs in various countries. Studies show that there is still a considerable
scope for improving the effectiveness of European Union technology policy coordination between national
policies in the field of R&D and policy at EU level.
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Assessment of the position of the EU in trade in technologically advanced products come out more
favourably, although they are geographically diverse and concern a slightly different period than that
examined above. In the years 1999-2005 the trade in high-tech products was characterised by a deficit. Japan
is the top net exporter, through with a negative trend (42beuro in 1999, 31beuro in 2005). US has a negative
balance in 2002 and 2003 (-20beuro); its balance was positive in 1999 and become positive again in 2004 and
2005. China had negative balance till 2004 (-2beuro), but in 2005 it becomes positive. EU25 has the highest
negative balance over the period 1999-2005 (-28beuro in 2005) (European Commission, 2007)

Other studies conducted for the years 1999-2005 are based on the amount of exports/imports of high-tech
products per capita. This provides the magnitude of high-tech trade in relation to the population of the
country considered. (Table 2 and 3).

Table 2. Exports (euro/cap)

1999 2000 2001 2002 2003 2004 2005
EUR25 307 401 414 371 356 389 437
JAPAN 771 1096 872 796 743 796 791
CHINA 21 34 42 55 73 99 132
USA 725 843 894 683 575 694 747

Source: European Commission, 2007

Table 3. Imports (euro/cap)

1999 2000 2001 2002 2003 2004 2005
EU25 400 536 507 458 437 474 499
JAPAN 439 644 563 520 486 516 543
CHINA 24 39 50 64 80 101 126
USA 658 932 811 749 645 666 719

Source: European Commission, 2007

The data show that exports of high-tech per capita (i.e. the intensity of high-tech exports) are higher in Japan
than in US, although the world market shares of Japan’s exports are consistently much lower than those of
US. In EU25, exports of high-tech products per capita are much lower than those of Japan, despite the fact
that EU25 has higher exports world market shares. China’s figures are very small compared to the other
countries: its intensity in high-tech trading is still very low and it will take many years to catch up with the
other countries. The statistical data show that the picture of EU and Japan for imports across years is very
similar (around 500 — 550 euro/cap in 2005). However, such intensity is highest in the US (US population
and enterprises are eager of high-tech products, above 700 euro/cap). China, due to its large population, has
very small intensity (about 120 euro/cap).

These results allow only in an indirect way to answer the questions previously raised about the legitimacy
and effectiveness of technology policy of the EU. Critically evaluating the technological specialization of the
Union one should pay attention to the need for a better coordination of efforts in the scope of R&D, non-
spreading and non-replication of R&D programs at the national level. By contrast, the observed improvement
of the competitive position of EU in relation to its main rivals was a joint effect of activated mechanisms and
conducted technology policy. One should agree with the view that the establishment and proper functioning
of this market is, so far, the most important incentive for private innovations .Technology policy corrects
imperfections of the European market of knowledge which are being revealed.

CREATION AND TRANSFER OF TECHNOLOGY IN THE
EUROPEAN UNION. THE ROLE OF INTERNATIONAL BUSINESS

The European Union is an area where the largest transnational corporations operate. Change in behaviour of
these companies in the process of deepening European integration were the subject of research, whereas, an
attempt to define the specific processes of internationalization of technological activity of transnational
corporations in the EU faces difficulties due to lack of research focusing on this aspect of the problem.

From the empirical research conducted in a wider context than the integration and focusing on a selected
group of 21 largest transnational corporations it can be concluded that European companies are characterized
by some identity in internationalization strategies of research - development activity (Gerybadze, Reger,
1999).These strategies depend on the size of the country of origin, specificity of industry and features of
enterprise itself. We can distinguish companies of a global range that come from small, but highly developed
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European countries. The size of their national R&D base is limited, so the transnational companies which
come from these countries are obliged to actively participate in foreign researches. However, many
transnational companies from large European countries, characterized by significant technological base
(Germany, France, United Kingdom), still shows a tendency to focus a substantial part of their research in
country of origin. This concerns in particular the engineering industry and the construction of means of
transport and electrical equipment. By contrast, the strategies of companies of chemical and pharmaceutical
industry are different, since they are characterized by a substantial share of foreign R&D in their activities.
For comparison, transnational corporations which came from the U.S. based on their own, and a strong
national research base and were less internationalized in R&D than European companies. Major Japan
corporations were characterized by the low degree of internationalization of R&D. By contrast, studies
conducted on a sample of 244 transnational corporations operating in technologically intensive fields indicate
that European companies were characterized by the greatest share of R&D activity located abroad, in total
capital expenditures on R&D in comparison with their major competitors that are American and Japanese
companies (Roberts, 1999). This share was shaped on the level of 30%, but the European companies had a
tendency to focus on intra-European investments.

Deepening of European integration, that is passing through its successive stages pushed researchers to
formulate hypotheses that with the advancement of integration processes there are changes made in
specialization of innovative activity of transnational corporations in an economically integrated region. In J.
Cantwell model (Cantwell, 1987) on the cumulative causation in the scope of specialization of innovative
activity in integrated area, two types of production undertaken by transnational companies are distinguished:
1/.Intensive research production usually associated with local research and development works; 2/. Assembly
production type that does not require support of local research and development.

Production of research intensive components final assembly operations can be separated by location but
integrated through intra-European market, as a result of the strategic decisions of transnational companies.
Regularity is that the research intensive production is drawn in to places of strong innovation activity. In
countries where local firms are strong in the innovation sector operations of transnational companies are
becoming an additional incentive for the development of this sector. They induce increase in the share of
research intensive activity in the whole of local production; and this in turn, is associated with a higher rate of
productivity growth and -by increasing local competitiveness — with a higher rate of production growth. A
kind of virtuous circle is being activated.

Conversely, is in the case when local companies in a given sector are technologically backward. If a
transnational company invests there in production, this will be the type of an assembly production, and
innovation and advanced components will be imported. Local activities in R&D field may be then in danger.
Highly competitive transnational companies may strengthen their position by increasing the transfer of funds
from local sales to the parent company, intended to further develop their R&D. Local companies lack the
resources and are forced to cut their expenses on this purpose. It moves down the function of technical
progress in countries where companies are relatively weak in important innovative industries. Mechanism of
a vicious circle is activated. In countries that are not quite able to compete effectively with TNCs, the activity
of the latter can stop this "vicious circle" through indirect influence on the function of technical progress.
Then the local innovations take the form of skills development, improvement of manufacturing processes,
better technical equipment of the production process, a new quality of technical control, etc.

Today's global economy reveals a tendency for geographical concentration of innovative activity in areas that
bring investors the benefits of technological agglomeration. These are benefits arising from conducting
innovative business activity in geographic proximity to other entities involved in such activity. Knowledge,
unless it is codified, does not spread in an automatic and simple way. Its diffusion is made easiest through
direct personal contacts. Then the concentration of innovative activity in a certain geographical area, in
which other innovators are present, strengthens and facilitates innovation processes. In this way the so-called.
Clusters, i.e., different activities accumulated in the same geographical area, including innovation, which
attract each other.

CONCLUSIONS

Integration in the scope of market of production factors is not yet a completed process in the European Union
and proceeds unequally. The European Union technology market is just emerging. Because of the specificity
of this market, that is its encoded imperfection which results from character of knowledge as a public good,
the integration efforts in this field will not be able to bring quick results. On the one hand, the EU's Common
Technology Policy is trying to support the emergence of a more integrated technology market, on the other -

207



the internationalization of creation and technology made beyond the borders of EU countries and integration
groups, as a result of the activities of transnational corporations, can constitute a serious barrier in realizing
the common technology market.

It is necessary to create now in all regions of EU a basis for future growth and development. Short-term
solutions to a number of problems are not enough, as they jeopardize future growth. As a result of the
changes in economic activity, which have meant that knowledge has become the crucial factor for economic
growth, policies must also be adjusted to keep pace with those changes. The increasing importance of R&D
require regional, national and union’s R&D policies to be adapted to the new structures and requirements.
How new structures and policies-are to be formulated is still open to debate and this paper can be seen as an
introduction to that debate.

APPENDIX

Note 1. In this paper the term "science" is understood to cover the creation, discovery, examination,
classification, reorganization and dissemination of knowledge on physical, biological or social subjects.
"Technology" is science application know-how. As such, it belongs to a large group of like activities, which
embrace the creation and use of artifacts, crafts and items of knowledge as well as various forms of social
organizations. Technology does not only signify the application of scientific results, but any purposive
treatment, methods, working method and skill in the exploitation of scientific knowledge together with the
products of so doing. The significance of the "research" process in the materialization of the innovations
nowadays is uncontested. According to the rules of present day research statistics, a distinction must be made
between fundamental research, applied research and experimental development. The three subsequent
differentiated concepts are often combined under the heading "Research and Development". See: Frascati
Manual, OECD 1992; Proposed Standard Practice, for Surveys of Research and Experimental Development,
Fifth Revision, Paris 1993.

Note 2. Invention can be defined as the discovery of new solutions and new ideas for acquiring new
knowledge. Innovation is when an invention is for the first time implemented and put into production or a
new idea is for the first time put into practice.

Note 3. Technology policy can be defined as comprising the sum of all state measures promoting new or
existing technologies for economic application in broad sense. Although Ergas concluded that "precise
boundaries of technology policy are often difficult to identify", there are district technology policies, which
have been pursued in the European Union. The legal basis for supranational research and technology policy
in the European Community is laid down in specific articles of the ECSC Treaty (steal and coal union), the
EAEC Treaty (nuclear research) and the European Community Treaty, the Single European Act and the
Treaty of Maastricht on European Union.

(4) The main objectives of the common R&D policy are to provide impulses for welfare-increasing progress
in important technological fields and to stimulate the diffusion of new technologies. The idea is to develop
coordinated national policies as well as supranational research activities, where the concrete aims are: 1/.
strengthening the scientific and technological bases of Community industry and encouraging it to become
more competitive at the international level, 2/. eliminating unwarranted duplication of national R&D
programs, 3/. improving the efficiency of projects by task and cost sharing or use of pooling resources, 4/.
helping to reduce unemployment in the EU through new technologies and product innovations.
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COMPETITIVE STRATEGIES AND FIRM PERFORMANCE
A literature Survey
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ABSTRACT

Competitive strategies and Firm performance are between the key topics in strategic management literature.
In this respect, examining the reletionship between the concepts is quite important. Firm performance is a
prominent means to gain competitive advantage and a multidimensional construct which includes financial
performance, business performance, and organizational effectiveness. Competitive strategies are concerned
with obtaining sustainable competitive advantage, gaining a position and making strategic decisions on
actions. The main object of this paper is to research the relationship between competitive strategies and firm
performance. Achieving to this, the concept of firm performance, competitive strategies and competitive
advantage are determined; then looked at the relationship between competitive strategies and firm
performance. According to the result of the literature surveys, there is an important relationship between
competitive strategies and firm performance.

Keywords: Strategy, Competitive Strategies, Firm Performance

INTRODUCTION

Globalization, new economy, the changing competitive conditions in markets, the changing characteristics of
trade relations have formed a new dynamic and complex business environment. Achieving superior
performance relative to competitors becomes more and more difficult in this dynamic environment (Haarla,
2003; Zyl, 2006).

According to Banker et al., (2006) both academicians and non-academicians underline firm performance as a
prominent means to gain competitive advantage in today’s dynamic business environment In this respect, the
accurate and appropriate definition of performance becomes quite important in order to discuss the
relationship between competitive strategies and firm performance. There are a number of criteria that
measure firm performance which are used for various research purposes. However, the measurement of
performance has always been the subject of debate, and objective measurement of performance is of greater
importance rather than the subjective measures based on manager perceptions (Beal, 2000).

Surviving in this complex and uncertain environment, competitive strategy is another important concept.
Competitive strategy is defined as the formulas which the company develops about gaining a position
different from its competitors in order to form a value for the customers (Harrison and John 2004) and as
strategic decisions on the actions that a company do so as to obtain a sustainable competitive advantage in the
industry where it is (Morschetta and et al., 2006).

Qualitative research method was used in this study, by taking the aims and content of the study into
consideration. The study was designed to examine the relationship between competitive strategies and firm
performance through a comprehensive literature survey. First stage, related to the research topic published
and non-published, theoretical and empirical secondary data were determined. Later, data were obtained
through library research and online sources. Next stage, obtained data were categorized primarily according
to the topics, methods and findings, and analyzed. Finally, in the light of the analyze, research paper was
prepared. The theoretical framework of the study was designed on focusing on relationship between
competitive strategies and firm performance. Before analyzing this issue, the study firstly determines the
concept of firm performance and competitive strategies; then examines the relationship between competitive
strategies and firm performance.
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LITRETATURE SURVEY

The importance of competitive strategy in both large and small firms has been continuously emphasized in
the strategic management literature since almost three decades (David, 2001; Wheelen and Hunger, 2002).
Competitive strategies help to firms to outline the fundamental steps they need to follow in order to realize
their organizational objectives. Accordingly, business strategy is regarded as a significant variable for
business performance (Gibcus and Kemp, 2003).

It is expected that there should be a relationship between firm performance and different types of business
strategies. Along with extensive research on the business strategy formulation, there has been also existence
literature that focus on the relationship between strategy and the firm performance, and much of the research
on performance measurement has been conducted in the field of organization theory and strategic
management (Murphy et al., 1996). Beard and Dess (1981) demonstrate the relative importance of corporate-
level strategy and business level strategy in the determination of firm profit performance.

Firm Performance Concept

The concept of firm performance is a key element in the strategic management literature. However, the
measurement of performance has always been the subject of debate, and objective measurement of
performance is of greater importance rather than the subjective measures based on manager perceptions
(Beal, 2000). In this respect, the accurate and appropriate definition of firm performance becomes quite
important in order to discuss the relationship between competitive strategies and firm performance. Porter
(1980) define good performance as the above-average rate of return sustained over a period of years. Other
researchers define the firm performance as a prominent means to gain competitive advantage (Banker et al.,
2006) and a multidimensional construct which includes financial performance, business performance, and
organizational effectiveness (Venkatraman and Ramanujam, 1986).

There are many performance indicators, which have been employed and determined in the literature for a
long time. For instance, according to Venkatraman and Ramanujam (1986) the firm performance is a
multidimensional construct. The authors have defined three levels of firm performance, which are financial
performance, business performance, and organizational effectiveness. As Parker (2000) outlines in his study,
accounting-based standards such as Return on Assets (ROA), return on sales (ROS), and Return on Equity
(ROE) can be tools to measure the performance of the firm in terms of financial success. Nevertheless, Gray
(1997) draws attention to market-related items such as market share, growth, diversification, and product
development as business performance measures. Moreover, a study employed by Lee (1987), indicates that
composite measures of financial profitability such as return on equity (ROE), return on assets (ROA), return
on investment (ROI), return on sales (ROS) would be a relatively comprehensive criterion to measure the
performance of SMEs in different industries.

Competitive Strategy and Competitive Advantage Concepts

Attempts to describe, explain, and categorize competitive strategies that firms use has been a favorite
challenge of strategy researchers Three popular approaches have drawn a great amount of attention in
strategic management literature. Miles and Slow’s adaptive strategies (1978), Abell’s business definition
framework (1980), and Porter (1980)’s generic competitive strategies (Coulter, 2005). According to Porter
(1980) Competitive strategies are concerned with obtaining sustainable competitive advantage and gaining a
favorably position. There are three competitive strategies: (called also as generic strategies) cost leadership,
differentiation and focus. The cost leadership strategy is an integrated set of actions taken to produce goods
or services with features that are acceptable to customer at the lowest cost, relative to that of competitors. The
differantation strategy is an integrated set of actions taken to produce goods or services (at an acceptable
cost) that customers perceive as being different in ways that are important to them. The focus strategy is an
integrated set of actions taken to produce goods or services that serve the needs of a particular competitive
segment (Hitt et al, 2005: 115-124). Miles and Slow (1978) explain the concept as action used by firms to
adapt to their uncertain competitive environments. According to the appproach, four strategic posture are
possible: prospector, defender, analyzer and reactor. Mintzberg (1988) has developed an alternative typology
of competitive strategies that he felt better reflected the increasing complexity of the competitive
environment. He proposed six possible competitive strategies: differentiation by 1) price, 2)marketing image,
3) product desing, 4) product quality and 5) product support (Coulter, 2005).
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There are two main views that shape the competitive advantage phenomenon in the strategic management
literature; namely, Resource-Based View (RBV), and The Position School (also referred as Industrial
Organization view) which are two leading views used to explain firm performance through the competitive
advantage paradigm (Barney, 1991). The Position School argues that firm’s strategies are determined in
accordance with the external environment, whereas RBV suggests that a firm’s strategy is shaped by the
unique resources and capabilities possessed (internal environment) (Haarla, 2003).

According to RBV, the unique assets and resources of the firm can lead the firm to competitive advantage
(Conner, 1991; Barney, 1991; Peteraf, 1993), and firm resources include all assets, capabilities,
organizational processes, firm attributes, information, knowledge, etc. controlled by a firm that enable the
firm to conceive of and implement strategies that improve its efficiency and effectiveness (Barney, 1991:
101). Barney (1991) provides some criteria for resources that pave the way for competitive advantage.
According to Barney (1991), for a resource to provide competitive advantage, the resource should meet some
criteria, which include value (it should be valuable or it should create value), rarity (it should be rare),
inimitability (it should be difficult to duplicate) and non-substitutability. The competitive advantage of the
firm is highly associated with its internal resources such as financial, physical, organizational, technological,
and intangible and human resources that form organizational capabilities (Almor and Hashai, 2004; Steinle
and Schiele, 2008). Although, the view gained support from many academicians in the strategic management
field, it drew criticism, as well. RBV is perceived as tautological, or self-verifying.

The positioning approach, on the other hand, which is an extension of Harvard Business School approach, is
perceived as the contrasting view of RBV. This approach highlights the environment as the key determinant
of performance (McKiernan, 1997). Porter (1980) emphasizes that the importance of the firm's environment
in competitive strategy, and states that firms that possess a defensible position in the long-run, will be able to
out-perform its competitors. According to Porter, competitive advantage is regarded as the profitable and
sustainable position of the firm, which is adopted against the forces of industry competition, which are
namely; supplier bargaining power, the threat of substitute goods and/or services, the threat of new
competitors, customer bargaining power, and the intensity of internal rivalry (Porter, 1985). Positioning is
constituted through adopting one of competitive strategies (differentiation, low cost leadership, focus
differentiation, or focus low cost leadership). Also, there are a number of tools that are used by firms that
adopt positioning approach in shaping the business strategy, such as business definition models, value chain
analysis, the five forces industry analysis model, situation-cum-competitor analysis framework, strategic
group mapping, brand maps, value/cost driver analysis and industry life cycle analysis.

THE RELATIONSHIP BETWEEN COMPETITIVE STRATEGIES
AND FIRM PERFORMANCE

According to Porter, firms with a clear strategy outpace firms without a strategy. This argument constitutes
the base of his competitive strategies. The literature on strategy defines three essential conditions for the firm
success attaining a competitive position or series of competitive positions that lead to superior and
sustainable financial performance (Porter, 1991). The first condition for the success is the definition of clear
goals and functional policies of the firm that define the position of the firm in the market. The second
condition is the consistency between the organization’s strengths and weaknesses and the external
opportunities and threats in the industry. The third condition is the discovery of the firm’s distinctive
competences.

Hrebiniak and Snow (1980) suggest that functional areas such as general management, production, and
marketing can become distinctive competences. Results of their show significant relationships among
business level strategies, certain distinctive competences, and performance. Some of the studies embracing
Porter’s (1980, 1985) typology of strategy contends that viable business units must seek either a low cost or a
differentiation strategy to be successful (Dess and Davis, 1984; Hambrick, 1981, 1982; Hawes and
Crittendon, 1984). Dess and Davis (1984) categorize firms from paints and allied products on the basis of
their intended strategies. Total firm sales, sales growth, and average after tax return on total sales are used as
performance measure. Findings support that firms adopting at least one of the generic strategies have superior
performance than firms that do not . According to results, the overall low cost leader firms have the highest
average return on assets while firms adopting a focus strategy achieve the highest performance on sales
growth.
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Karnani (1984) derives that a superior cost or differentiation position leads to a larger market share, which in
turn leads to higher profitability. Similarly, looking firm performance through the profitability perspective,
Jones and Butler (1988) have studied the relative advantages of a cost leadership strategy versus a
differentiation strategy. The theory they developed demonstrates that both cost leadership and differentiation
strategies must be combined when choosing a business strategy that help the organization outperform the
others regarding the performance. White (1986) handles the strategy-organization-performance context
within Porter’s competitive strategies’ typology. He concludes that business units that employ pure cost
strategies achieve higher ROI when they have low autonomy, and the sales growth of pure differentiation
strategies benefits from strong functional coordination for key functions under the responsibility of business
unit manager. Conclusions of the research highlight that strategy-structure-performance paradigm is relevant
for the business level in multi- business firms. The study of Banker et al. (2006) investigates the relationship
between the strategic positioning of firms whose financial data is publicly available and the sustainability of
their financial performance. Results reveal that firms employing a differentiation strategy are seen to be able
to have sustainable financial performance and higher price-earnings multiple in the eyes of capital market
participants.

Tehrani (2003) discusses the impact of five types of competitive strategies (product differentiation, low cost,
marketing differentiation, focus product differentiation, and focus low cost) on preeminent performance
among sixteen segments of high-tech industries in the US and EU. His findings indicate that the relationship
between competitive strategy and performance depends on the geographies the firm operates in, since US
firms that adopt product differentiation, low cost, and focus product differentiation had superior performance
than others while in Europe only the low cost firms outperformed other firms.

The paper of Chandler and Hanks (1994) examines relationships between new venture performance, market
attractiveness, and resource-based capabilities through analyzing 49 start-up manufacturing firms.
Innovation, quality and cost leadership are included in the study as three competitive strategies. Findings
show that performance of these manufacturing firms increase in case resource capabilities enable adopting a
cost-leadership strategy.

The study of David et al. (2002) analysis the performance contingency effect between product competitive
strategy and organization design using a sample of 194 firms from 20 industries. Results of the study prove
that there is a contingency relationship among product competitive strategies, purchasing design
characteristics, and firm’s financial performance (return on assets). McGee et al. (1995) discuss the
competitive strategy-performance relationship through the new venture context. They reveal that if firms
adopt marketing differentiation, positive relationship between marketing cooperative arrangements and
average sales performance is explored.

Barth (2003) discusses the impact of the fit between competitive advantage and organization of a firm over
the performance of the firms that compete in mature or new industries.

Porter (1980) indicates that in new industries strategic errors can be masked by the rapid growth; therefore, it
can be argued that the fit between strategy and organizational structure is not as significant as it is in mature
industries because in mature industries the fit is necessary in order to survive. The researcher adopts
managerial skills as the mediating variable in his study. Sales growth is used as the main performance
measure and the competitive strategy is measured by focusing on cost and differentiation strategy proposed
by Porter (1980). According to results, strong support was achieved only for the second hypothesis, which
states, the degree of managerial skills is related to the performance of the firm especially for manufacturing
firms.

The field study of Dess et al. (1997) seeks to demonstrate the relationship among entrepreneurial strategy
making, strategy, environment and performance. They regress the research which supports that marketing
differentiation strategy in a heterogeneous environment is significant and positive for the profitability/ ROI,
and for company performance measures. Moreover, support for higher performance (for sales growth and
overall company performance) in uncertain environment through innovative differentiation strategy is found,
and overall high company performance is achieved in a heterogeneous environment through innovative
differentiation strategy.

Pelham (2000) studies the manufacturing firms in USA in the context of Porter’s strategy typology and uses
market/ sales effectiveness and profitability as performance measures. Basic parameters for market/ sales
effectiveness are relative product quality, new product success, and customer retention rate, sales level, sales
growth rate, share of target market, and for profitability were return on equity, gross profit margin, and return
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on investment. Results reveal that for small firms there is a strong correlation between performance and the
combination of market orientation and growth/ differentiation strategy, and market orientation has the
strongest positive relationship with measures of performance compared to strategy selection, firms size or
industry characteristics.

The study of Ariyawardana (2003) employs the resource-based and strategy-based views of the competitive
advantage paradigm in order to explain the performance of value-added tea producers in Sri Lanka. Results
of the study highlight that Sri Lankan value-added tea producers should strengthen their sources of
competitive advantage in order to achieve higher firm performance and challenge the globalization threat the
tea industry faces.

In their study, Spanos and Lioukas (2001) examines manufacturing firms including food and beverages,
wood and furniture products, chemicals, metal products, machinery, electric equipment and appliances.
Performance is measured through profitability and market performance. Results of the study indicate that
firm competitive strategy has a strong positive relationship with firms success in terms of market
performance.

Yamin et al (1999) examine the relationships among competitive strategy, competitive advantage, and
organizational performance in their research. Research, based on data obtained from 214 Australian
manufacturers; employs ROI, Market Share, ROA, and Performance Ratios as measures of performance, and
findings reveal that high and medium focus companies achieve higher financial performance than low focus
companies do. Moreover, medium level cost leader companies exhibit higher level of performance compared
to low level cost leader companies.

Porter asserts that competitive strategies are mutually exclusive, nevertheless, there are many studies which
contradict to this assumption (Mosakowski, 1993; Panayides, 2003; Wright et al., 1991; Bush and Sinclair,
1992). For instance, the study of Mosakowski (1993) contradicts Porter’s (1985) assertion that adopting
solely the focus strategy does not generate above normal returns. In his study, Mosakowski (1993) questions
the relationship between the focus and differentiation strategies and economic performance of entrepreneurial
firms by adopting a resource-based perspective. Net-income (profit after tax) and sales revenues are selected
as performance measures and data of the study is collected from 86 entrepreneurial software firms. Findings
of the study support that firms adopting the vertical markets focus strategy, the customer-needs focus
strategy, the customer service differentiation strategy, or the R&D differentiation strategy outperform firms
those that do not.

Similarly, Panayides (2003) suggests in his study that ship management companies should adopt a
combination of generic strategies rather than adopting solely one of them. The study argues out the
competitive strategy-performance relationship in terms of ship management. Results of the study point out
that companies that employ competitive strategies achieve higher performance, and economies of scale,
differentiation, market focus and competitor analysis are factors that bring on higher performance for ship
management companies. Likewise, the work of Wright et al. (1991) denotes that the adoption of both low
cost and differentiation strategy can lead to highest performance. The study investigates the performance
level of firms adopting different business strategies through employing return on investment (ROI) and
growth in relative market share as performance variables. Six different business groups are analyzed in the
study; businesses competing successfully with the low cost strategy and competing unsuccessfully with low
cost strategy, those competing successfully with the differentiation strategy and those competing
unsuccessfully with differentiation strategy, competing successfully with low cost and differentiation
strategies and competing unsuccessfully with these strategies. Results of the study point out three types of
strategic profiles: unsuccessful low cost businesses with the lowest performance, unsuccessful differentiated
businesses with the second lowest performance, and successful businesses that adopt both low cost and
differentiation strategies with the highest performance.

Study of Bush and Sinclair (1992), conducting a field research in hardwood lumber industry, supports that
overall cost leadership is not satisfactory in a mature industry. Whereas, the study reveals that successful
companies are those that combine cost leadership with differentiation.

A recent study of Kaya et al. (2004) examines the relationship among advanced manufacturing technologies
(AMT), competitive strategies, and firm performance. The study, which is conducted in manufacturing firms,
located in Gaziantep, reveals that AMT usage and adoption of Differentiation Strategy are both positively
and significantly influential on firm performance. Another significant finding is that Implementation of a
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dual strategy (combination of cost leadership and differentiation) has a positive impact on performance
especially when AMTs usage is higher.

The findings of the other researches, which examine the relationship between Competitive Strategy and Firm
Performance, existing in strategic management literature, are summarized in Table 1.

Tablo1: Findings related to Competitive Strate

y and Firm Performance

Contributors

The topics that Studies Address

Major Findings

Ngyuen et al, 1990

Diversification strategy and its effects
on performance

Degree of technologically related
diversification is positively associated with
firm performance

Gomez- Mejia (1992)

The extent to which a match between
compensation and diversification strategies
affects firm performances

Empirical support is not found only for the
second hypothesis.

Zahra and Covin, 1993

The search identifies how business strategy,
technology policy, and firm performance
interrelate at the bivariate and multivariate
levels.

Hypothesis is supported. Business strategy
moderates the relationship between
technology policy and firm performance.

Guthrie and Datta,
1998

The study examines the relationships among
corporate strategy, executive selection and firm
performance.

Results indicate significant support for
improved performance among non-diversified
firms in case of selecting CEOs with lower
levels of firm-specific experience

Richard, 2000

The study examines the relationships among
cultural (racial) diversity, business strategy,
and firm performance.

Positive results for the interaction of racial
diversity and growth strategy are found in
terms of productivity, return on equity, and
market performance.

Results demonstrate that cultural diversity
contributes to firm competitive advantage.

Alpkan et al. , 2003

The paper aims to investigate the market-
related antecedents and performance impacts
of key manufacturing strategies, namely cost
reduction, quality improvement, and
flexibility, and also the direct effects of
market-related factors on the performance of
manufacturing firms.

The positive relationships among market-
related factors, manufacturing strategies and
performance are partly confirmed in this study
on Turkish manufacturing firms in the Gebze
Region/ No relationship is found among cost
reduction as well as flexibility strategies and
firm performance.

The existence of the direct positive effects of
the market-related variables of competitive
power and market attractiveness on the firm
performance, independent from manufacturing
strategies and the other market-related
variables, is found.

Wisner, 2003

The study searches whether positive linkages
between supplier management strategy,
customer relationship strategy, supply chain
management strategy, and firm performance.

Findings support that supplier management
and customer relationship strategies are
correlated and together impact supply chain
management.

Immediate and second-tier supply chain
management strategies all impact firm
performance either directly or indirectly.

Geiger et al., 2006

The impact of industry structure on the
relationship between strategy/structure fit and
performance is examined.

Firms with strategy/Structure fit have lower
performance/ Firms with fit that operated in
more concentrated industries, performed
better than firms without fit.

Source: Adopted from Eraslan, I. H. (2008), The effects of competitive strategies on firm performance: A
study in Turkish textile and apparel industry considering the mediating role of value chain activities, The
PhD dissertation, Bogazi¢i University, pp. 54-55.
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CONCLUSION

According to the result of the study, there is an important the relationship between competitive strategies and
firm performance. To obtain and improve firm performance and get sustainable competitive advantage,
determining firm’s competitive strategies are one of the most important issues for managers. Because, the
formulation and implementation of competitive business strategies that will improve performance are one of
the efficient methods to attain firm’s sustainable competitive advantage. Also, the impact of competitive
strategies on firm performance is a major issue of concern to the policy makers and has been playing
important role for improving firm performance for a long time.

For competitive strategies have positive impact on sustainable competitive advantage and firm performance,
there are some important stages. Firstly, the goals, functional policies and the position of the firm in the
market are defined clearly. Secondly, the consistency between the organization’s strengths and weaknesses
and the external opportunities and threats in the industry is analyzed. Finally, the firm’s distinctive
competences are discovered.

Consequently, it can be said that both The Positioning approach and Resource-Based View (RBV) have an
important affect on firm performance. However, firms prefer genarally the cost leadership stratgy and
differentation strategy in their actions.
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THE ART OF PUBLISHING IN SCHOLARLY JOURNALS

Refik Culpan
Canakkale Onsekiz Mart University, Turkey

ABSTRACT

This paper discusses important issues and processes of publishing in scholarly journals in a systematic
manner. After defines some guidelines, it summarizes necessary skills, knowledge, and experiences needed
for preparing quality research papers for publishing at refereed journals. It includes useful suggestions for
potential authors in preparation, development, and submission of their research works scholarly journals.

INTRODUCTION

Many academicians and researchers at various academic institutions are required to publish their
research outcomes in scholarly refereed journals. However, this publication process often involves
frustrating endeavor, especially for beginners, because of journals’ tiresome and stringent requirements. This
paper addresses an important issue of publishing in scholarly journals by defining some common processes
and guidelines, and necessary skills, knowledge, experiences in handling such publications in a successful
manner. In doing so, it provides a road map for researchers for preparing their high quality research
manuscripts and publishing them in referred journals by describing common norms and procedures, and by
giving specific examples. It concludes with suggestions for potential authors to prepare, develop and
position their works successfully in refereed journals.

PUBLICATIONS IN REFEREED JOURNALS

Recently increasing number of higher educational institutions requires their faculty members conduct
research and present their research in academic conferences and furthermore publish them in scholarly
journals. They do that for a couple of reasons. First and foremost, they usually required by a higher central
institution. For example, in Turkey, Higher Education Board has develop certain standards and guidelines for
admission and promotion of all academic personnel, which every university both public and private
universities in the country should follow. The basic notion behind such requirements is that it would build
and maintain academic rigor and quality at universities so education quality will be kept and improved.
Second, increasingly competitive educational market, universities in order to gain and sustain their
competitive edge they require their faculty to be active in conducting research and even more bringing some
research funds to the university. As a result, faculty members at universities have been under constant
pressure to do research and share their findings by participating in scientific/academic conferences and
seminars and eventually publishing them in scholarly journals (Bnece & Oppeheim, 2004). For instance,
“publish or perish” is often heard cliché at some western universities. Therefore, academicians have been
forced or encouraged to conduct research and communicate their research findings through printed or
electronic media. Summer (2001) claims that a primary mission of institutions of higher learning is the
generation and dissemination of knowledge.

TYPES OF RESEARCH PAPERS AND THEIR REQIREMENTS

My descriptions and analysis focus on social sciences but many of my observations and assessments
could apply to other disciplines. In social sciences, particularly in management discipline, there are primarily
three type papers that academicians can produce. Below each one of them will be described briefly then
essential components of a high quality research reports will be outlined.

* Theory Development and Conceptual Papers: Some papers may include theory and conceptual
model developmental. Although these are challenging task, scholars with original ideas could
challenge existing theories and then offer their new theories and models. To do so, potential
researchers should be in command of current theories and be able to criticize the extant theories and
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develop new ones or modified versions of old theories. These papers provide new insights in
understanding of certain concepts, processes, and relationships.

Empirical Research Papers: Many researchers collect primary data (e.g., surveys) or use secondary
data (e.g., already recorded and published statistics) to test some hypotheses that they develop.
Researcher need to pay attention to reliability and validity of their research instruments and the
hypotheses to be drawn from extant literature. Such papers report their findings and discuss
implications of those findings.

Case Study and Analysis: Another type of papers could analyze specific cases and report their
findings. They provide in-depth analysis of a particular business event, industry, or company
(Eisenhardt, 1989). They are considered qualitative studies and increasing number of journals now
welcome such papers. Even there are specific journals publishing only case studies.

ESSENTIAL COMPONENTS OF A HIGH QUALITY MANUSCRIPT

In this section, I will identify the essential components of a high quality paper. Table 1 summarizes these
essential components. Let me go through each one of them and describe these ingredients. Although the
following items are defined in reference to an empirical research paper, they, with some modifications, can
equally apply other types of papers (e.g., conceptual and case studies). The quality of manuscript determines
its chance of publication in reputable journals. Summer (2001) pointed out “the low acceptance rates at the
leading research journals in marketing, typically in the single digits to low teens, suggests the need to
increase the quality of the research manuscripts produced.” Toward this end, I will define the fundamental
characteristics of a quality paper below.

1)

2)

3)

4)

5)

6)
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Issue(s) studied: The author(s) should clearly define what the issue or issues are to be examined in
the current study. At the outset, readers would like to know what the core issue, problem, or subject
that the paper is addressing. This should come in the first or second paragraph of the paper and be
explicitly expressed. It should spell out the objective, scope, and implications of the subject
undertaken for the study.

The significance of the topic: The author also should clearly spell out why this particular study is
important and define the reason of its impact. If the subject ahs already been

The contribution of the current study to the literature: This aspect is closely related with the previous
one, the significance of the topic. More specifically the paper should attempt to answer one or more
of these questions: Is it offering something new or additional? Is it testing previous theories models?
Is it developing a new perspective or model? Is it nullifying an existing theory or model?

Review of extant literature: A thorough review of extant literature is a must. Authors must go
through all the relevant previous worthwhile writings on his/her subject and point out their support
of the current study or shortcomings of those previous publications. Authors should have such
literature review at least one third of the paper at the beginning. Thanks to the current digital
technology and wide spread of use of the Internet, many databases containing many book and
journal publications are easily accessible nowadays. Google Scholar, for example, is a free source
and available worldwide.

Methodology / Approach used: Another significant part of a quality paper is the methodology
section where the authors should clearly explain their data collection and analyses. For a theoretical
paper, first showing the shortcomings of existing theories and modes and then offer consistent and
sound conceptual explanations filling a void. For an empirical research that involves choosing the
research instrument (previously used questionnaire or newly developed questionnaire, population
and sample selection, subjects and their characteristics, administration of survey, methods of
analyses of collected data. For a case, a thorough information gathering about the important case
event including its history, actors, milestones, and problems and accomplishments.

Findings of the study and conclusions: For a theoretical paper, it would be construction of new
theory or conceptual framework showing essential components and their relationships and probably
development of some research propositions based on the new theory or model which could be tested
with subsequent empirical studies. For empirical research, it would include listing of research
findings usually presented in tables and displaying hypothesis acceptance or rejections. For case



7)

studies, the current state of the case with failure or success or special situation emerged related with
the case.

Discussion of limitations of the current study and suggestions for future research avenues: It would
be a good idea to include a section in which the authors discuss the both theoretical and practical
implications of his/her study’s findings. It is also recommended for authors to modestly accept the
limitations of their studies and how future studies can be improved by taking into account the
shortcomings of the current study.

Table 1. Essential Components of a High-Quality Manuscript

. * Defining the issue studied in the paper
ISS u e(s) stu d | Ed * Refer to other studies have made similar research

* Describe increasing importance placed on the subject
* Explaining why studying this particular subject is important

Significance

- Explain if there is a void in studyingthe subject; if so, how the current study fills it
* Explain the limitations of previous studies and how this study overcomes them

Contributions

*Review of relevant previous studies

Lite rat ure ReV| ew  Ensure current literature covered (most recent ones)

o Link the previous studies to your study

*Explain the methodology used

M et h (o] d/A p p roac h Justify the appropriateness of methodology

« Summarize the findings of the research
* List conclusions drawn from the research

Findings/Conclusion

*Describe the limitations of the current study

Limitation S/ Future researc h *Make recommendations for future research that the current research not addressed or
how it can be expanded

MANUSCRIPT SUBMISSION AND REVIEW PROCESS

Once the research paper is ready for journal submission , the author still needs to do some ground

work in selecting an appropriate journal for his/her manuscript and go through certain process, which can be
summarized below as depicted in Figure 1.

1)

2)

3)

4)

Pre-Submission Search and Choose of Appropriate Journal: It is advisable for potential authors do
some ground work even before finishing their work in terms of target journals. Authors can scan
some potential journals which have already published similar work with that of the authors.
Submission Guidelines: It is necessary to follow guidelines of target journal and prepare the
manuscript accordingly. Often manuscripts are either rejected because the authors do not follow the
guidelines of the journal submitted or ended up with a long review process to make necessary
changes later. Every journal has its own unique requirement s in terms of style and content
conditions (Laband & Piette 1994).
Review Process: Follow up: A review of a submission may take a long time (three to six months)
depending on the popularity of journal and reviewers’ diligence. After all most reviewers do not
usually get any compensation for their services, except professional service and satisfaction. Usually
it involves at least double blind reviews. If the review process takes longer than expected, the
authors may send kind reminder to the editor of the journal to speed up the process (Varadajan,
1996).
Reviewers’ Feedback:

a. Acceptance of manuscripts: Signing and sending copy right agreement; minor editing

b. Meeting the Revision Requests: Paying attention to the points of recommendations and

addressing the concerns of reviewers.
c. Rejected Papers (a new cycle): Benefiting the feedbacks of the reviewers and repositioning
the enhanced paper
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5) Resubmission: The authors ending up with major revision requirements have an option either go
along with those suggestions and make the necessary revisions or if they disagree with reviewers’
suggestions look for another journal to submit their work. Assuming they go for revision, the
authors need to modify their paper in light of reviewers’ criticisms so that they are able to improve
their paper and resubmit it. In re-submission, it important for authors to explain and justify what
changes are made and what is kept in its original form (Markland, 1996). This is re-learning process
provide that the rejecting reviewers provide valuable insights. Of course, a re-submission does not
been acceptance of the manuscript but the paper would be more likely accepted after all necessary
and appropriate modifications.

Figure 1. Manuscript Submission and Review Process

Pre-submission

€

Acceptance ]

Re-submit to the
same journal
Make revisions in
light of Suggestions

Revisions Required

Rejection ]

Re-submission to
another Journal

R —————

RECOMMENDATIONS FOR PROSPECTIVE AUTHORS

Following the discussion above, I have presented a set of guidelines for researchers aspiring to do
scholarly research in management field. Being aware of the process and preparing their paper systematically
would help a lot their chances of acceptance. In addition to above guidelines, I would like to emphasize
another important aspect that is networking. It is extremely important to establish some network among your
colleagues who are working in the same research question and have already published articles on the same
subject. Those researchers could help you in two ways. First, they could provide important suggestions in
formulation and development of your research project and paper. If you find such an expert, you can send
your paper for his/her reaction prior to submitting a journal. Second, they might join you for research
collaboration. Working with someone who has research experience and reputation is always beneficial. The
question is how to build such contacts and develop a network. To do that, it is recommended that you attend
academic conferences and socialize with scholars who are experts in your area of research. Always exchange
business cards and keep those business cards in a database for a future reference. Another way is to write
emails to such experts to solicit their cooperation or opinions on the important research questions. You would
be amazed that most of them would respond to you and make valuable suggestions.

CONCLUSION

In this paper, I have tried to define the essential components of a high quality paper and outline the process of
submitting scholarly papers to refereed journals within a conceptual framework. In addition, I have included
some recommendations for prospective authors in developing their research project and paper. I hope that
authors would find these suggestions useful.
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Publishing in scholarly journals could be a frustrating process for authors. However, being aware of the
whole publishing process and paying attention to some basic ground rules would increase the chances of
acceptance of scholarly papers. By doing so, I hope the researchers/scholars would be productive and
satisfied rather being perished.
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ABSTRACT:

The purpose of this study is to search the contribution of Information Communication Technology (ICT)
investments for productivity of small and medium sized industry firms. To this end we conducted a survey,
which investigates this contribution, to the administers of small and medium sized manufacturing firms in two
industrial sites in Beylikdiizii. Firms use ICT for managing their business processes, communication with
suppliers and customers, production processes. There are two different results about the effects of ICT
investments to the firm productivity. First emprical results did not find any significant relationship between
them and build the infrastructure of ICT productivity paradox which is defined by Solow’s aphorism “You
can see computers everywhere but in productivity statistics”’. Second, emprical results found new evidences
that show the positive contribution of ICT investments to productivity statistics. The efficiency of ICT
investments depend on organizational factors such as new strategies, new business processes, new
organizational structures. The results of this study will be a foundation for the next researches about the
contribution of ICT investments for firm productivity in Turkey.

Keywords: Information Technology; New Economy; Firm’s Productivity; ICT Investments

INTRODUCTION

Today, productivity is an important strategic objective for firm management and subject for micro economic
theory. By the revolution of Information Communication Technology (ICT), developed countries changed all
of their economic infrastructure. This change can be called as ICT revolution. Although ICT evolution seems
to cause productivity increase, emprical studies could not find evidences that support this hypothesis until the
second half of 1990’s. So many scholars searched why the effects of computers could not be seen in
productivity statistics and finally many emprical studies found evidences that view the increase in Total
Factor Productivity (TFP) after 1995 (Brynjolffson, 1996; Colecchia, 2001; Bosworth and Triplett, 2003;
Gretton, 2004; Baldwin, 2004; Hempel, 2002; Maliranta and Rouvinen, 2004; Atrostic and Nguyen, 2002;
Falk, 2001; Gretton and others, 2004; Mateucci and others, 2004).

This paper aims to measure the contribution of ICT to firm productivity in Turkey. Therefore we conducted
survey on enterprises that are located on industrial sites. We evaluated and interpreted them by using SPSS
16.00 statistical package programme.

COMPUTER AGE

There are three waves in socio-economic development process. Agricultural revolution is the first one,
Industrial revolution is the second wave, finally last wave is information revolution (Emiroglu,2007,334;
Kocacik, 2003,1). Approximately twenty thousand years ago some hunter and gatherer groups came together,
then started agricultural activities. Generally it is accepted that agricultural revolution formed basis for
human civilization. The invention and use of steam engines were a milestone that changes agricultural
society to industrial society. The production had been done in houses or farms in agricultural society, but
after industrial revolution, production was started to be done in factories (Erkan,1998;4). Because of
increasing returns to scale, factorial production and fordist methods like assembly line provided an increase
in productivity (Leijonhufvud,1989).
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During Second World War US Army used ENIAC and Markl, which were the first computer, to calculate
ballistic fire tables and hack German codes. Although they were very huge machines, their calculating
capacity was very limited (Flamm,1988;29). After the invention of transistors, the capacity of computers has
been increased. Gordon Moore, who was co-founder of chip producer Intel, told that the transistor density on
integrated circuits would double every two years (Aslan,2005;48). Emprical studies that were done after
1965, confirmed Moore (Ozgiiler,2003). The development in Computer industry caused computer age.
Computer age is characterized by the ability of individuals to obtain information easily, and to have instant
access to knowledge that would have been difficult or impossible to get previously. Eventually, ICT—
computers, computerized machinery, fiber optics, communication satellites, Internet, and other ICT tools—
became a significant part of the today’s economy. Microcomputers were developed, so many industries were
greatly changed by ICT (Dura and Atik,2002; Kutlu and Taban,2007; Dilek and others,2009). Because of
this evolution, the rules of economy changed.

PRODUCTIVITY

Productivity measures are key factors of economic performance and there is strong interest in comparing
them internationally. Generally economists and policy makers quantify firms productivity by two methods
which are labor productivity and Multifactor productivity. Labor productivity is the ratio of output to the
labor productivity. Multifactor productivity is the ratio of output to the input of both labor and capital (Lipsey
and Carlaw,2004;1119).

Although today’s computers are smaller than ENIAC, their functions and transaction capacities are higher.
So it is estimated that firms which use ICT, will work with higher productivity. Emprical studies belong to
1960-1980 era found limited data about the corelation between firm productivity and usage of ICT. From
1948 to 1973, multi-factor productivity increased 1.9 percent per year in the U.S., and labour productivity
grew at the rate of 2.9 percent; after 1973, these productivity growth rates were 0.2 percent and 1.1 percent
(Triplett,1999;310). According to Schrage (1997) firms are wasting billions of dollars by believing the big lie
of Information Age, but they don’t try to solve structural problems. Generally emprical studies could not find
significant relationship between ICT investments and productivity, so Solow said his famous aphorism “you
can see computers everywhere but in statistics ...” (Solow,1987; Pilat,2004). This aphorism is called as
Solow Paradox in literature. In the second part of 1990’s, scholars such as Bresnahan, Brynjolfsson searched
about Solow Paradox and asked why contributions of ICT on productivity could not be seen in statistics.
After Brynjolfsson’s (1996) study, many scholars tried to explain why the effects of computers can not be
seen in statistics (Colecchia,2001; Bosworth and Triplett,2003; Gretton, 2004; Baldwin, 2004; Hempel, 2002;
Maliranta and Rouvinen,2004; Atrostic and Nguyen,2002; Falk,2001; Gretton and others,2004; Mateucci and
others,2004).

There are five main reasons that explain Solow Paradox.

1-) Traditional productivity metrics are inadequate for measuring ICT contributions on firm productivity,
because the reason of ICT investments are not only reducing costs. Also managers want to improve quality,
increase product variety, speed up responsiveness, enhance customer service. However these benefits are
intangible and largely ignored by traditional productivity metrics (Brynjolffson,1996;380). For example;
Automated Teller Machines (ATM) are providing convenience in financial services, but they are only
counted as an improvement in the quality of financial services (Pilat,2004;44). The other example is internet
retailing firms that can offer convenient access to a larger selection of products than can brick-and-mortal
retails (Brynjolfsson and others,2003;1581). Shortly, According to scholars such as Brynjolfsson
(1996;2000), Bresnahan and others (1999), statistics may not find this relation without calculating the
increase in good quality that is realized by computers. Griliches (1994) told that if consumers were aware of
increase on good quality, they would be ready to pay more. Therefore firms which invested on ICT will get
competitive advantage in especially in F.I.LR.E (finance, insurance, real estate) service sector. The reason of
post-1973 slowdown on productivity is service sector. It is observed that productivity in service industries
grew more slowly than productivity in manufacturing industries after the late 1960s. Therefore services
sector acted as a brake on US productivity growth (Bosworth and Triplett,2003;1).

2-) A second reason for the difficulty in observing ICT’s impact on productivity is time. Benefits of ICT took
a considerable time to emerge. In other words the results of ICT investments can be seen after a time lag. It is
seen that key technologies like electricity, diffused slowly. Even in the period between 1890-1913 (Electrical
Age), slowdown in industrial and aggregate productivity growth was observed in Britain and US. But the
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horsepower capacity of all electric motors installed in manufacturing establishment in country is less than
five percent of factory mechanical drive (David,1990;356). Adjustment of firms to new technologies takes a
long time. Firms have to change their organisational arrangements, upgrade the workforce and invent
effective business processes to benefit from new technologies. Also ICT raises productivity with the help of
Networks. But building networks, that are sufficiently large to have an effect on the economy, takes a long
time. ICT diffused very rapidly in many economies over the 1990’s and recent empirical studies typically
find a larger impact of ICT on economic performance than studies that were done with data for the 1970’s or
1980’s (Pilat,2004;44).

3-) The emprical studies, that were based on relatively small samples of firms, drawn from private sources.
They are not reliable enough also not representative because the data were poor quality. Recent studies that
were based on large samples of data and covering several industries were more likely to find an impact of
ICT on firm productivity than earlier studies (Pilat,2004;44).

4-) The firms, that have introduced innovations and new technologies in the past, will reap the potential
benefits of ICT (Maliranta and Rouvinen,2004;606). They will perform better than other firms because of
several reasons. Firstly managers are likely to have learned from past mistakes. They are aware of possible
reactions of their employees and traditional customers. In other words they have more experience about the
optimal speed of innovation of their firm. Secondly innovative firms know to implement innovations.
Generally, complementary changes of organizational structures and processes are necessary for efficient
introduction of ICT. They can train and motivate their employees more successfully. Thirdly, innovative
firms have higher share of employees that accept an intensive use of ICT. Finally innovative firms, which
have gained “innovative reputation”, will adapt new customers to innovations easier than other firms
(Hempell, 2002;7).

5-) Firms have to substantial complementary investments in learning, organizational change, training
employees. So the payoff in terms of measured output may be long delayed, also firms, that don’t invest on
these items, will not profit from ICT investments (Basu and others, 2003;4). ICT have great contributions on
recordkeeping, remembering, simple calculating, comparing and similar tasks. Computer decisionmaking is a
substitution of human decisionmaking on clerical (similar routine) work (Bresnahan and others, 1999;6).
Another complementary investment is decentralization of decisions. Today decentralization is important,
because it allows quick and well informed reactions, also takes into local, spesific conditions. Therefore firms
can get competitive advantage against their competitors (Grenan and Guellec, 1998;314).

Computers can effect productivity in two ways. First, They may be used directly as inputs to the production
process, as a specific form of capital. For instance in today’s economy producers generally use computers in
prosesses such as production, shipping, maintaining a database of customers etc directly. Second they may be
used in organizing business processes. When computers are linked to networks, standard business processes
such as accounting, order taking, inventory control can be made more effectively (Atrostic ve Nguyen,
2002;4).

In Turkey many surveys, that search about the contribution of ICT investments for firm productivity, were
done (Turung,2005; Altin6z,2008; Dilek and others,2009; Sayilir and others,2007). Most of these studies
show how ICT investments enhance labor and multi factor productivity. As a result there is a common belief
that computers are useful tools which increase labor productivity.

METHOD

We collected necessary data by conducting survey to executives of manufacturing firms that are located in
two industrial sites which are located in Istanbul. Items in this survey were prepared by the help of previous
studies that want to measure the contribution of ICT to firm productivity (Turung,2005; Altindz,2008; Dilek
and others, 2009; Sayilir and others, 2007). In other words our study is the follower of these previous studies.
Population and Sample: Although we tried to reach all of the firms in these industrial sites, most of the firms
did not want to participate our survey. Therefore we reached 189 executives of firms. 167 survey came back
correctly. Our population is 530 firms which are active in Piringciler and Bakircilar industrial sites in
Beylikduzu. In other words survey is conducted nearly one third of the total firms in these industrial firms.
The results are evaluated with SPSS 16.00 Statistical Package Programme. As a result of the reliability tests,
Cronbach Alfa coefficient is %65. According to Nakip (2006;146) survey is reliable enough to study on it.
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The survey has two parts. First part is about demographic and general questions. Second part investigates the
opinions and thoughts about the contribution of ICT to a firm. Five Likert Scale is used in second part. Our
scales are

I strictly disagree=1

I disagree=2

I have no idea=3

I agree=4

I strictly agree=5

FINDINGS

At first we obtained results about the demographic structure from the survey. As we mentioned, the first part
of the survey is about demographic characteristics such as sex, age, education level of participants and
general questions about the firm and economic situation. 134 (%80,2) of the executives, who participate to
survey, are male while only 33 (%19,8) of the participants are female. This is not a surprising result, because
survey is conducted on industrial sites. Generally females do not prefer to work or they are not prefered by
employer.

Table 1. Sex of The Executives

Frequency Percent
Male 134 % 80,2
Female 33 %19,8
Total 167 % 100,0

The education levels of the participants according to their sex is given by Table 2. It is seen that most of the
participants (%60,5) have at least bachelor degree. Only %29,3 of them are graduated from Lycee and %10,2
of them are graduated from Primary or Secondary School. So we can say that persons, who graduated from
Universities, generally are more succesful than others. Also females have higher education level than males.
%63,6 of the females and %59,7 of the males have at least bachelor degree. This is an expected result,
because women have to work hard in business world to get higher position. Women who graduated from only
primary or secondary school have no chance to get high position in business world (there is no executive
woman who graduated from primary or secondary school).

Table 2. Education Level According to Their Sex

Education General Female Male

Level Frequency | Percent | Frequency | Percent | Frequency | Percent
Primary- 17 10,2 0 0 17 12,7
Secondary

Lycee 49 29,3 12 36,4 37 27,6
Bachelor 101 60,5 21 63,6 80 59,7
or more

Total 167 100 33 100 134 100

The ages of the participants are given in Table 3. Most of the participants (%41,9) are in the 30-39 years
group. %24,6 of them are younger than 30 years and %22,2 of them are between 40-49 years. It is seen that
% 88,7 of the executives are younger than 50 years old. We can say that after 50 years old, executives
generally leave their position to young employees.
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Table3: Distribution According To Their Age

Age Frequency Percent
Less than 30 41 24,6
30-39 70 41,9




40-49 37 22,2

50-59 15 9,0
More than 60 4 2,4
Total 167 100,0

The question “Which amount of firm’s ICT capacity is used by employees” is asked and the results of this
question is shared with Table 4. According to 57 executives (%34,1 of whole), employees are using %41-60
of firm’s ICT capacity. It is nearly average number. This means that if barriers are removed employees can
use ICT more effectively. 35 executives said that their employees used less than %40 capacity of firm’s ICT
infrastructure while 75 executives said that their employees used more than %60 capacity of firm’s ICT
infrastructure. So %44,9 of employees are using ICT effectively and %21 of them are using ICT inefficiently.

Table 4. ICT Capacity Usage Ratio of Employees

Capacity Usage | Frequency Percent
Ratio (%)

0-20 18 10,8
21-40 17 10,2
41-60 57 34,1
61-80 50 29,9

81-100 25 15,0

Total 167 100,0

In our survey we asked to executives if their firm reached goal in Global Financial Crisis. The results are
given in Table 5. Most of the executives (%64,1) mentioned that their firm could not reach goals during
Global Financial Crisis. Only %35,9 of the firms could reach goals. This result showed that 2007 Global
Financial Crisis hit the real sector in Turkey.

Table 5: Could Firms Reach Their Goals

Frequency Percent
Yes 60 35,9
No 107 64,1
Total 167 100,0

We asked a second question to 60 executives, who said that their firms reached goals in Global Financial
Crisis. This question is about the ratio of ICT investments on reaching goals of the firms. The results are
given in Table 6. It is seen that %80 of the participants said that ICT investments have an important role
(have ratio more than %40) on achieving the goals of the firms. This is because of the productivity increase
effect of ICT investments.

Table 6. The Ratio Of ICT Investments On Achieving Goals of Firm.

Ratio Frequency Percent
0-20 9 15
21-40 3

41-60 20 33,33
61-80 16 26,66

81-100 12 20
Total 60 100,0

The questions, which measure the contribution of ICT investments to firm productivity, are given in Table 7.
Also frequencies are defined in Table 7. Question 13 and 14 are about the negative effects of ICT’s. Some of
the questions are organized to measure the perception of executives about the contribution of ICT on
productivity of employees. Also we suggested that advanced communication systems will help on achieving
high productivity level. There is no item that disturbs reliability level.

231



Table 7. Second Part of Survey

I Strictly | I disagree | I have no | I agree I strictly

disagree idea agree

f % f % f % f % f %
1. ICT decreases production time. 2 1,2 13 78 | 6 3,6 136 | 81,4 | 10 6
2. Employees can get information easily
by the help of ICT. 1 0,6 4 2,4 3 1,8 133 | 79,6 | 26 15,6
3. ICT helps employees in making
decisions fastly and easily. 1 0,6 4 24 |5 3 128 | 76,6 | 29 17,4
4. ICT facilitate communication between
employees. 1 0,6 3 1,8 4 2,4 136 | 814 23 13,8
5. ICT effects communication of firm
with outside positively. 1 0,6 5 3 5 3 126 | 754 | 30 18
6. ICT facilitate communication with
customers. 1 0,6 4 2,4 4 2,4 122 | 73,1 36 21,6
7. ICT facilitate communication with
suppliers. 1 0,6 3 1,8 6 3,6 128 | 76,6 | 29 17,4
8. ICT helps firm in finding new
markets. 1 0,6 4 24 |7 4,2 126 | 75,4 | 29 17,4
9. ICT enhances quantity of goods.

2 1,2 9 5,4 15 9 115 | 68,9 | 26 15,6
10. ICT increases the capacity of firm.

1 0,6 4 2,4 8 4,8 129 |1 77,2 | 25 15
11. ICT organizes the studying con-
ditions of firm. 1 0,6 8 4,8 10 6 128 | 76,6 | 20 12
12. ICT decreases the costs of firm.

1 0,6 11 6,6 14 8,4 119 | 71,3 | 22 13,2
13. ICT effects communication between
employees negaﬁvely. 9 5,4 57 34,1 11 6,6 78 46,7 12 7,2
14. ICT produces new problems because
of infrastructure inability. 2 1,2 35 21 10 6 106 | 63,5 | 14 8.4

When Table 7 is analyzed, it is seen that most of the participants agree with the items defined in survey. For
example; %81,4 of the participants agree with the statement which is “ICT decreases production time” and
%79,6 of the participants agree with the statement which is “Employees can get information easily by the
help of ICT”. But 13™ statement has some different result. Although % 46,7 of the participants agree with
this statement, the number of the participants (%34,1) who disagree with this statement is not low. This is
true for also 14™ statement. %21 of the participants disagree with the 14™ statement. Both 13™ and 14"
statement is about the negative effect of ICT. As a result of these analysis, executives have no doubt about
the contribution of ICT on productivity. They are aware of the importance of ICT.

We analyzed demographic characteristics of the participants and their opinions about the contribution of ICT
to firm productivity. The results in Table 1,2,3 and 4 is used on our relationship analysis. Here are our
hypotheses about the contribution of ICT on productivity.

Hp:There is no difference on thoughts of participants about the contribution of ICT investments on
productivity according to sexes.

H,: There is difference on thoughts of participants about the contribution of ICT investments on productivity
according to sexes.

A surprising result is obtained after t test (Newbold,2006; 396) is conducted(t= -2,491, sig.:0,016). Males and
females have different perspectives about the contribution of ICT investments on firm productivity, in other
words H; is accepted. Females’ thoughts are more optimistic about the contribution of ICT investments.

Hp:There is no difference on thoughts of participants about the contribution of ICT investments on
productivity according to education level.

H,: There is difference on thoughts of participants about the contribution of ICT investments on productivity
according to education level.
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This analysis is done with Anova test (Orhunbilge,1997,188; Kalayc1,2008,131). As a result of this test it is
found that the executives who have different education levels have no different thoughts about the
contribution of ICT on firm’s productivity (F= 0,887 sig.: 0,414). Hy is accepted. We hoped that high
educated executives will be more optimistic about the contribution of ICT, therefore this result is surprising,
too.

Hp:There is no difference on thoughts of participants about the contribution of ICT investments on
productivity according to ages.

H;: There is difference on thoughts of participants about the contribution of ICT investments on productivity
according to ages.

As a result of Anova test we found differences (F=3,285 sig.:0,013). The executives who are older than 50
years old are more pessimistic about the contribution of ICT on firm’s productivity. H; is accepted. The
adaption of older executives to new technologies is more difficult so the result is what we hoped before the
study.

Hp:There is no difference on thoughts of participants about the contribution of ICT investments on
productivity according to efficiency of ICT usage.

Hs: There is difference on thoughts of participants about the contribution of ICT investments on productivity
according to efficiency of ICT usage.

The firms which use %0-20 of the ICT capacity is %10,8; The firms which use %21-40 of the ICT capacity is
%10,2; The firms which use %41-60 of the ICT capacity is %34,1; The firms which use %61-80 of the ICT
capacity is %29,9; The firms which use more than %81 of the ICT capacity is %15. As a result of Anova test,
we obtained that they have not different opinion about contribution of ICT investments(F=1,109 sig.:0,337).
All executives agree about the contribution of ICT investments on firm’s productivity. This will be a signal
which shows that ICT investments will go on increasing.

CONCLUSION

After computer revolution the rules and structure of economy has changed radically. Employees found
opportunity to do their jobs effectively. However the researches can not find significant evidences about the
contribution of ICT on productivities before 1990’s. Many scholars such as Brynjolfsson, Bresnahan found
necessary evidences about the contributions of ICT on productivity after 1990’s.

We conducted a survey on the executives of the firms in two industrial sites, which are located on Istanbul, to
reveal the bias about the contribution of ICT’s on productivity. The results of surveys are evaluated by using
SPSS 16.00 statistical package programme. Five point likert scale is used in this evaluation process. All
necessary statistical reliability analysis were done to measure the reliability of questions. Frequency
distributions and mean tests were used during analysis of data.

Important solution is most of the executives agree that “ICT decreases production time”, “Employees can get
information easily by the help of ICT”, “ICT helps employees in making decisions fast and easily”, “ICT
facilitate communication between employees”, “ICT effects communication of firm with outside positively”,
“ICT facilitate communication with customers”, “ICT facilitate communication with suppliers”, “ICT helps
firm in finding new markets”, “ICT enhances quantity of goods”, “ICT increases the capacity of firm”, “ICT
organizes the studying conditions of firm”, “ICT decreases the costs of firm”. Shortly executives thought that
ICT investments help in achieving the goals of firms and increase the productivity.

Also we obtained other solutions below.

a)Females are more optimistic about the contribution of ICT investments on firm’s productivity than males.
They thought that ICT investments have critical role on achieving firm goals.

b) The thoughts of high educated executives and low educated executives about the contribution of ICT
investments on firm’s productivity is not different.

c)Older executives have pessimistic thoughts about the contribution of ICT investments on firm’s
productivity. They don’t think that ICT realizes productivity increase.

d)Also the executives of firms, which use ICT efficiently and inefficiently, don’t have different thoughts
about the contribution of ICT investments on firm’s productivity.
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Nowadays scholars achieved to reveal the effects of ICT investments on productivity. As a result of our
analysis we found that most of the executives have optimistic thoughts about the contribution of ICT
investments. So we can estimate that ICT investments will go on increasing and this will be an important step
for transforming Turkish economic structure. Finally Turkish firms will be more competitive because of the
ICT investments.
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ABSTRACT

In last three decades, a limited number of researcrhers have designated some menu-engineering models to
evaluate the menu’s offerings and try to optimize them. Most of those models have two variables, for instance
Kasavana and Smith, Miller, and Pavesic’s matrix models, hence they could only examine the item’s costs
and sales velocities. In 1990’s, some menu researchers as LeBruto and Cohen, Mesika and Schwartz, have
conceptualized multidimensional approaches consisted of food cost, labor cost, price, and sales velocity.
There were three main problems about how to compute them, how to discuss the results and if other
variables needed to analyze a menu.

Againt the background briefly presented above, the purpose of this study is to develop a new three-
dimensional model that includes profitability, popularity, and also performance called as 3P Model (it has
adopted first by Sariisik et al., 2008) and to test it within some menu items of a restaurant’s menu. This new
model has developed with the inspiration gained both by of Kasavana and Smith’s martix and LeBruto’s
three-dimensional models.

Keywords: Menu, menu analysis, menu engineering, menu planning, food

INTRODUCTION

The food and beverage industry is the dominant one and is faced with numbers of challenges today.
Changings in technology, consumers’ trends and socials (demographic changes, new lifestyles and family
patterns, healthy living, etc) put pressures on managers to improve their plans and compete with the others in
the future. Menu is one of the most important subjects that managers (or owners) should pay attention. It
should be well planned and professionally analysed.

The menu is not simply of a list of offerings with prices attached (Gee et al, 1989), it is also a major
marketing and cost control tool that influences whether an operation will maximize check averages, lower its
food cost percentage and realize an adequate gross profit return (Lewis et al.,, 1989), the foundation for the
control process (Ninemeier, 1987), and one of the important aspects for the success of any food service
establishment (Mifti, 2000). The menu is a key factor in influencing the guest's first impression of the
facility, the menu selections they are likely to order, and sets expectations about the food and beverages they
are about to receive (Antun and Gustafson, 2005). The primary objective of the menu is to sell the public
what a restaurant wants to sell (Bowen and Morris, 1995), and to attract the customers and revenue
(Professional Chief Association, 2003) and to set up effective communication with the market. Most
importantly, the operator’s success ultimately depends on how the restaurant offsets the costs of its offerings
through an associated pricing scheme that returns a profit (Reynolds and Taylor, 2009). The menu is central to
the food service concept; it defines the product offering, establishes key elements of financial viability,
namely priced and contribution margin, and provides a powerfull marketing tool. It is therefore not
surprising that effective management of the menu can have a significant impact on operational success.
(Jones and Merrics, 2006, 204).

Many restaurants undertake menu analysis only when they change menus. They do compatitive analysis and
they might even do a build up (Terry, 2002). Several menu analysis methods have been developed and used
by operators and researchers. Menu analysis is the systematic evaluation of a menu’s cost and sales data
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(Professional Chefs Association, 2004), and it is often a module of other back office applications (Terry,
2002). The principle of the analysis is for the food service operator to identify the restaurant’s primary dishes
which both sell well and yield high profits and those that do not (Kwong, 2005). Horton (2004) described
menu engineering as an accounting tool designed to facilitate the gathering of key pieces of information.
Despite the considerable research work done on menu engineering many catering operators are stil
accustomed to thinking of menu item’s gross profit as revenue minus food cost (Chan and Au, 1986).

LITERATURE REVIEW

It should be remembered that the philosophy of menu anaysis is not new. Skilled chefs de cuisine in pre-
Second World War kitchens regularly identified those dishes that were performing well and encouraged their
sale. They also removed items from the menu that were not selling or were having an adverse effect on gross
profit performance (Jones and Merrics, 2006, 204). Several sophisticated menu analysis methods have been
described in the literature; have been proposed to analyze the menus and the most of them based on
mathematical formulas and computations. such as menu engineering, goal value analysis, marginal analysis
with using two or more criteria (Linda ez al., 1999). Menu analysis models help operators to decide which
item is succesfull and which one should relocate or remove from the menu.

Menu analysis has been defined by a few researchers in the review. According to Lewis et al. (1989) it has
largely used either food cost percentage or item contribution margin to define on optimum sales mix and
helped operators choose what to feature (Terry, 2002). Menu analysis defined as a method that helps the
menu function smoothly like a machine through processing or maneuvering Yang (1996), the systematic
evaluation of a menu’s cost and/or sales data to identify opportunities for improved performance (Linda et
al., 1999), a technique and procedure that makes more effective decision making possible with respect to
marketing and management of the menu (Lee, ef al., 2003), a method to analyze existing menus or to plan
and develop new menus for the purpose of improving the existing menu (Lee and Yang, 2005).

A variety of menu analysis methods were discussed in hospitality literature over the last 30 years. Despite the
fact that they offer different approaches and focus on different characteristics, they all have a common goal
of finding a strategy that will help restaurant managers reveal more profitable menu items and possibly
increase menu profitability (Annaroud, 2008). The early methodologies for menu analysis are mean-based
matrixes approaches including Miller’s matrix (1980), Kasavana and Smith’s menu engineering (1982) and
Pavesic’s cost margin analysis (1985) (Kwong, 2005). Subsequently, more methodologies (with a variety of
approaches) have emerged as attempts to refine the process of menu analysis, including: Hayes and
Huffimann's goal value (GV) equation (1985); Bayou and Bennett's hierarchical profitability analysis_(1992);
Atkinson and Jones’ micro-marketing mix_(1994); Beran's graphical economic approach (1995) and LeBruto
et al. and LeBruto et al. three-dimensional matrix (1995 and 1997) and Cohen, Mesika, and Schwartz’s
multidimensional approach (1998). Few menu analysis techniques have been embraced so readily and
institutionalized as quickly as menu engineering. Menu engineering has been widely reported and discussed
in the hospitality literature and has been frequently adopted as an integral part of the food service curricula in
hospitality education worldwide.

In 1980, Miller developed the first matrix (that was called as Miller’s Matrix) about menu analysis consisted
of food cost percentage and popularity. He took notice of averages about those two variables. By using
averages for two variables, four quadrants have been occurred and each menu item can be placed on them
depending on four alternatives. Miller called some menu items as “winners” that were with low cost
percentage and high popularity and also called some as “losers” were with low popularity and high cost
percentage. He considered about the food cost percentage, so the main aim of that matrix was to decrease
those percentages for all menu items

Kasavana and Smith (1982) developed a smilar matrix as Miller’s and they called their new model as “Menu
Engineering”. It was based on contribution margin (CM) as known profitability and popularity of each menu
item that based on selling numbers. The main aim of that matrix was to point out items which both sold and
provided profit well. Kasavana and Smith classified menu items with four quadrants, as Miller by replacing
them depending upon four alternatives. Each dish's unit sales are divided by the total number of entrée sales
to determine that menu item's sales percentage (Ninemeier, 2001). Based on the scores in the menu mix
percentage and the contribution margin categories, each entrée is then placed into one of the four quadrants
of the matrix: “Stars”, “Plowhorses”, “Puzzles” or “Dogs”.

Pavesic (1985) considered the profit factor by comparing an individual menu item’s CM with the weighted
average contibution margin of the menu. He reasoned that promoting the sale of a menu item which

238



contributed to a large proportion of sales and had a low cost percentage, would be counter-productive if the
item had a low selling price relative to substitute products on the menu (Morrison, 1996). The model was
shortly called “Cost-Margin Analysis” in the literature. Depending upon Pavesic’s model, an item with a
profit factor of 100 percent or higher was called as “high” label. The benefit of computing the profit factor is
that it allows for another dimension of analysis, rather than relying on only “high” or “low” profitability
labels. It informs the operation of how much the contribution margin exceeds or falls short of the weighted
average contribution margin as a percentage (Raab and Mayer, 2007).

Uman (1983) identified four kinds of menu items, namely, "Signature", "Lead item", "Hard to sell", and
"Losers" by using total cash contribution and the unit contribution margin. This method is different from
others in that it considers only the total cash contribution. Merricks & Jones (1988) uses simple cash
contribution (SCO) instead of total cash contribution (TCC) for each menu item. However, they do not give a
name to each category (Lee and Yang, 2005).

Hayes and Huffmann (1985) have challenged the inherent flaw of the early matrix approaches. They point
out that since the axes on the matrix are determined by an average value, by definition some dishes will
always fall above the mean and some below it, thus falling into the less-desirable categories. Hayes and
Huffman avoid a matrix approach with its inherent problem of comparing averages and propose individual
profit and loss statements for each competing item within each menu category. All direct costs are deducted
from revenue and each dish is evaluated on its merits. As individual contribution to profit is only one of
many factors to consider when designing a menu, Hayes and Huffman stress the need to monitor sales
volume and consumers’ perceptions of product quality. They emphasize that the objective of menu analysis
should be to complement the strategic goals of the total operation (Morrison, 1996).

Bayon and Bennett (1992) developed a profitability analysis model designed to assess the profitability of
menu items, which included the consideration of labor. They stated that the profitability analysis of a product
should be stratified and a specific product should refer to an indivisible service. They proposed a method of
analyzing profitability suitable for a table service restaurant. Beran (1995) suggested a marginal and
cumulative approach in order to solve the problem of menu engineering in which the average can be affected
by distortion or an ideal point. Jin (1998) developed a menu analysis model that compared the percentage of
sales volume of a menu item and food cost with total profit and net margin. Lebruto (1995) developed a
menu engineering method, which look account of labor cost as well as food cost (Lee and Yang, 2005).

Subsequently, more methodologies (with a variety of approaches) have emerged as attempts to refine the
process of menu analysis, including: Hayes and Huffmann's (1985) goal value (GV) equation; Bayou and
Bennett's (1992) hierarchical profitability analysis; Atkinson and Jones’ (1994) micro-marketing mix; Beran's
(1995) graphical economic approach and LeBruto et al (1995) and LeBruto et al/ (1997) three-dimensional
matrix, Cohen et a/ (1998) mutidimensional approach. Hayes and Huffman, Bayou and Bennett and LeBruto
et al. have each addressed the question of improving the variable cost weakness but have tackled the
refinement of the matrix models in different ways (Morrison, 1996). Each menu analysis framework
incorporates its own set of variables to evaluate menu item performance, thus interpreting the outcome from
different perspectives. Dougan (1994) recognized the importance of using menu engineering as a
management tool, and contributed a spreadsheet example to help facilitate operators in the use of menu
analysis. But menu engineering by itself is not enough to produce the desired results effectively.

LeBruto et al. (1995) expanded the menu engineering model by adding a labour component. They stated that
rankings and labelling of a high and a low labour classification should be a judgement call made by
professional food managers or through employing the technique of a jury of executive opinion, which is a
method commonly utilized in qualitative forecasting models (Schmidgall, 1997). The LeBruto et al. (1995)
model changed the matrix to a three by two model by adding the classification of each menu item as high or
low in labour effort, relative to the entire section of the menu being engineered. LeBruto et a/ (1995 and
1997) suggest that linear regression analysis can clearly distinguish the fixed costs from variable costs and
argue that all variable costs should be included in order to compute the “true” net profit for individual dishes
(Morrison, 1996). LeBruto et al. (1995) designated labour as either high or low in the menu engineering
worksheet, and incorporated this label into the existing model. Ranking the labour effort required for each
menu item relative to the other menu items in the grouping resulted in a label of “high” labour cost for the
menu items in the top one half of the rankings and a“low” labour cost label to each menu item in the lower
one half of the group.

Loft (1989) recognised the need to consider labour in menu engineering and suggested than an exercise in
determining the actual labour effort that Ashley (1995) concluded that there is variability of demand of each
item sold on a daily basis and stated that linking a dollar amount of labour to a particular item would be
inaccurate because situations exist where the labour and customer count is the same on two successive days,
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but the sales mix differs. They recommended dividing the menu items into high labour and low labour,
adding a new dimension to the menu-engineering model, a three by two matrix.

Horton (2001) expanded on this point, noting that labor is not a differential cost. Reynolds and Biel (2007)
argued that, in assessing the functionality of various aspects of a restaurant operation, including the menu,
critical items that lead to profitability must be considered. Finally, matrix models assume incorrectly that all
indirect costs are equally related to all menu items (Morrison, 1996). Raab and Mayer (2007) adapted a menu
engineering model that includes activity-based costing methodologies in an attempt to trace all costs to
individual menu items. Each of these models solved many of the traditional matrix-model issues, but
introduced a new problem: difficulty in gathering the requisite data. Such analyses, while interesting from an
empirical perspective, were not practical because the information analyzed is not readily available to
operators. These menu management and analysis models share the common and irremediable shortcoming of
variable interdependency, in which the central intersection betweenvectors in a matrix is dictated by the
means for the associated variables. Equally problematic, it is mathematically impossible to represent all menu
items in the same matrix quadrant. (Taylor et al., 2009)

METHODS

The purposes of this study were to: (a) develop a new menu analysis model with a three-dimensional-that
was applied in a reseach by Sariisik at al.(2008)- and (b) to test it in a restaurants menu items. The model
was designated and developed by being inspired both LeBruto’s three dimensions philosophy and also
Kasavana and Smith’s matrix. As known, Kasavana and Smith classified each menu item into one of four
categories as determined by a matrix of popularity (high and low) and average contribution margin (above or
below) and five years later LeBruto expanded the menu engineering model by adding a labour component to
them. This new model developed the matrix two a three by two model by adding the classification of each
menu item as hig or low in sales number as called here “performance” month by month and the method has
called as “3p’s model” (Sariisik et al., 2008) and is shown in Figure 1.

The key term here is “performance”, has defined in this study as differences in selling numbers of menu
items as high or low depending on an average sales number of a menu group month by month. Shortly,
performance shows the changes in sales in a giving periods (especially by month). Profitability is defined as
the difference between sales price and costs of raw material while popularity is shown as sales number of a
menu item. By using three variables, a tree-dimension technique has been developed (Sariisik et al., 2008)

Many restaurant managers recognized that the menu analysis was an important tool to evaluate the
restaurants success and to make decisions about the future. It is vital to know each menu item’s selling prices,
food cost and also quantity sold to make decisions about cost control or income analysis. It is also important
to know the differences selling number changings of a menu item —especially new placed in a menu- in a
giving period while comparing with the others.

For instance, a menu item has low selling number with a given average number as classified “not popular”
and low contribution margin in the group (selling price minus food cost) to the weighted average contribution
margin of all menu items. According to the Kasavana and Pavesic’s matrix, it has classified as dogs and
should be removed from the menu. But the item has gone forward month to month and its selling graphics are
increased while comparing others. In this point, a chance should be given to this item for the future. The
model has considered that factor of a menu item. While developing this model, a student has no good marks
but tries to pass the class, has been brought to mind. Depending upon three variables, a model has been
illustrated in Figure, has created. There are eight alternatives that an item can be placed by using 3 variables
in this method as LeBruto’s three-dimensional method.

A qualified restaurant located in Kocaeli (a city with 200 tousands population, 90 km far away from Istanbul)
with 200 seats have choosen to collect data in order to use for 3p Menu Analysis Method. At the beginning of
March 2009 to April 2009, data about menu items were replaced in main dishes group (meat) have been
collected on the unit price, sale price, food cost, and sales volume of each individual menu item. 2-month
period was selected because the method also depended on comparing items during different terms in order to
determine their performance. The number of items sold depending on March and April, cost per item, menu
price per item, contribution margin per menu item, total contrubition, and food cost of items will be analyzed
in this research are shown in Table 1.
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Figure 1. 3p menu Analysis Method with its variables and implementation.
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After collecting data, contribution margin (CM) for each menu item, their selling performances month-to-
month, and also item’s menu mix (MM) were calculated and placed on the table in order to examine menu
items depending on the method.

The rule of 70% of MM was calculated from the formula of 100% divided by the number of menu items x
0.7 formula for March and April. By the way for menu mix, April data will be used as item’s popularity. The
standard for the mean MM was 7,0% of each menu item. 7,0% was obtained by dividing 100 by 10 the
number of menu items, and then multiplying by 0.7.

Contribution Margin (CM) for per menu item has calculated by dividing total contribution to10, the number
of menu items. As a result of formula, the average contribution margin has found as 618 € for each menu
item and accepted that 10% was average percentage of CM by dividing 100 to 10 menu items.

And last, variations between selling numbers depend on two periods (March and April) were calculated as a
percentage of each menu item and placed on the table. The average variation was calculated as 6,3% and it
was compared with the all 10 menu items.

After calculating the average of MM, CM, and variation, each menu item has been analyzed according to the
average numbers in order to place for each in 8 alternatives.

As it can be seen in Table 2, each menu item was classified in 8 categories. Menu items meatball, mixed grill
and lamb sauté were identified as “excellent” because of their high percentage of menu mix, high average
variation and high contribution margin. Those were the best of all menu items. Steak with pepper was called
as “awful” with low popularity, low performance and also low contribution margin. That item should be
removed from the menu and new one should be placed. Menu items such as beefsteak and shishkebab were
identified as “successful”, which had a high percentage of menu mix and high contribution margin but low
performance while comparing with the average performance.
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Table 1. The data of 10 menu items placed in main dishes group of a restaurant’s menu (March-April 2009)

Menu Item

- % — = -g o0 :qg-

cE|:E| 2 (B2 |8 £ |z |E |E |zE|¢2

22| 22| 2 |52 |8 |2 € |8 |& |9=2|¢

~ ~ . = © - - - = e

S=|5=| |5 |Ec (BB 28| 2|28 ¢

z3 |z | & |« AT |EAlSE8| £ | 28| 8| &
Meatball 345 390 19,1 45 13,0 4 2 1560 780 780 12,6
Mixed grill 210 240 11,8 30 14,3 8,5 | 4 2040 960 1080 17,5
Beef straganof | 120 135 6,6 15 12,5 7 3,5 | 945 472,5 | 472,5 | 7,6
Shnitsel 90 120 5,9 30 333 6 3 720 360 360 5,8
Lamb saute 180 195 9,6 15 8,3 6,5 | 3 1267,5 | 585 682,5 [ 11,0
Steak with 120 | 105 |51 |-15 |-125 |75 |35
Pepper 787,5 367,5 | 420 6,8
Roasted meat 120 135 6,6 15 12,5 6 3 810 405 405 6,6
Beefsteak 195 180 8,8 -15 -7,7 6,5 | 3 1170 540 630 10,2
Chopsteak 180 210 10,3 30 16,7 5 2,5 | 1050 525 525 8,5
Shishkebab 360 330 16,2 -30 -8,3 3,5 | 1980 1155 825 13,3
TOTAL 1920 | 2040 100,0 | 120 12330 | 6150 | 6180 100
Average * i *x

1344 | 142,8 | 7,0% 6,3 618 10

* total number of sold /10 (number of menu items) X %70 (elastcity) — popularity

** total contribution margin (CM) / 10 (number of menu items) — profitability

*** Varitation ratio of menu items accordind to March and April — performance
Menu item chopsteak was belonged to the category “hard working” which had a high percentage of menu
mix, high performance level but alow contribution margin. Its menu price may be increased or its cost can be
reduced in order to put it in excellent category. And menu items beef stroganoff, shnitsel, and roasted meat
were classified as “diligent” because of their low contribution margin, low percentage of menu mix but high
performance. Those are identified as “dogs” depending on Kasavana and Smith’s matrix, and normally had to
be removed from the menu. As a result of using performance variable, managers would let them to stay on
menu for the future. Because it can be seen that those might be more better if they had enough chance for the
next period.

Table 2. Evaluations of 10 menu items using the 3p Menu analysis model

. Popularit Performance | Profitablit
Menu items (290%) y 2’3%) (10,0%) y Results
Meatball H H H Excellent
Mixed grill H H H Excellent
Beef stroganoff L H L Diligent
Shnitsel L H L Diligent
Lamb saute H H H Excellent
Steak with Pepper L L L Awful
Roasted meat L H L Diligent
Beefsteak H L H Succesful
Chopsteak H H L Hard working
Shishkebab H L H Succesful
CONCLUSION

Menu analysis models have been developed since the 1980’s depending on some variables such as
contribution margin, sales number, food and labor costs in order to analyse menu items and also to evaluate
restaurant’s success. As generally known quantitative analyses have been employed with relation to the
average numbers. 3P model was developed with a three-dimensional approach consisted of profitability
(CM), popularity (MM) and performance. Each menu item has been identified by using three variables and
placed in one of 8 different categories. As a result of using “performance” factor, an item that’s sales number
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has been increased month to month, and/or year to year, has a chance to stay menu inspite of having low CM
and low percentage of menu mix. Thus, menu can be analysed in more objective manner by using one more
criteria that has called performance.

The issue of “how to analyse a menu” has been discussed by many researchers in the past. Most of them have
been considered average numbers in their models by using restaurants’ data. Some of them have argued
wether there was an average number, some of menu items had to be either below or above. If the manager
tries to improve an item placed below of average, another one with a higher score may be dropped. The main
disadvantage of all models has not considered other conditions as weather, ambiance, service quality, season
and so on.

3P model has consisted of the averages of three variables as others and has quantified. While developing this
model, objectivity has been tried to increase by adding one more variable to previous matrix. Also, none of
the menu analysis models has regarded the variations of a menu item in a giving period. This model maybe
discussed in the future researches by some researches; however it is believed that it may be an alternative for
restaurant managers to evaluate their menus.
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ABSTRACT

Competition conditions today are passing through constant and rapid changes. In this context, businesses
must accommodate with these changes in the shortest time possible and rearrange their operations. In order
to provide this, businesses need to have a flexible structure. Thus, flexible manufacturing becomes for them a
strategic decision for gaining competitive advantage.

The performance of a business can be evaluated and analyzed according to various criteria such as market
share, quality, efficiency and profitability. Flexible manufacturing activities of businesses must also be
measured, evaluated and analyzed in the long run in terms of the business itself and the sector it operates in.
The present study aimed to evaluate the performance of three ceramic manufacturers, which are assumed to
use flexible manufacturing systems, in terms of profitability within the past twelve years.

Keywords: Flexible Manufacturing System, Financial Reports, Profitability, Ceramic Sector

INTRODUCTION

As the consumer possessed the power of determining the market structure, classical manufacturing systems
have begun to be replaced with automated, technology-intense more flexible systems currently.
Differentiation of products and sustainability of customer satisfaction create the foundation for competition.
The product diversity increase in this context and its change according to demand has brought on the agenda
the flexibility of production. Currently, enterprises have tended towards Flexible Manufacturing Systems as a
strategic decision due to multitude of product varieties, and need for high quality and customer-orientedness.
As technology is commonly used at the enterprises which apply flexible manufacturing system as a modern
production system, the share of labor costs, among the elements which constitute the finished product cost
decrease, while the share of production costs increase. This study considers the enterprises which implement
a flexible production system within the axis of these changes, and the enterprise is tried to be evaluated
according to profitability criteria as the enterprise’s performance indicator. For this purpose, the activity
reports of the enterprises operating in ceramic sector in the Western Anatolia Region of Turkey have been
inspected, and the impact of the changes in the last ten years on profitability within the framework of flexible
production system tried to be outlined. The study includes three stages. First the literature review on the
subject was conducted, then the data on the subject were collected from the ceramic production enterprises
operating in Western Anatolia Region of Turkey, and the activity reports were examined in comparison and
analytically. In the final stage, the findings and the results of the analysis were presented. The application of
this study at other enterprises which apply flexible manufacturing systems in Turkey, mainly in automotive
and textile industries by considering other performance criteria may be suggested.

LITERATURE REVIEW

Flexible manufacturing systems have drawn the attention of researchers, enterprise managers and owners
especially from the beginning of 80’s to the present. As flexible manufacturing systems create a strategic
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decision for management on behalf of the enterprises, they are included in many researches and literature and
they receive interest on a large scale (Elango, 1994). In addition, production flexibility on a system level, can
be critical factor in the process of strategy modification (Llorensa, 2005). Performance measurement of
enterprises started with the measurement of performance on units level in 70-80°s. The researches on
measuring the performances of the subjects in flexible manufacturing systems followed it from mid-80’s.
Certain researchers examined various aspects of quality, cost, time and flexibility from a strategic point,
while some others developed structures for the functional or departmental performance in relation with the
overall business performance. The studies were mainly concentrated on how the factory systems were
associated with and affected the business performance. In time, a conclusion was reached that production
system performance was influential on the overall business performance (Kabaday1, 2002).

Flexible production, which is the main basis of the study, was studied before regarding its impacts on
businesses’ profitability, sales revenues and cost items. (Olhager, 1993, Bayuk, 2008). Flexible production
can be taken into consideration with various elements such as the set up time, capacity utilization, multi-
functional labor force, modular product design; however, flexibility cannot be quantified like profitability.
The quantification of profitability can be expressed as the ratio of the difference between sales and cost to
assets. In addition, in order to identify the impact of flexibility on profitability, the impacts on capacity, sales
quantity and costs should be considered separately (Olhager, 1992). At the businesses which implement
flexible production systems, the intensity of production costs also vary. In this context, production expenses
increase, while labor costs decrease significantly (Atkinson et al. 2004) and reductions on direct materials
costs also occur (Karcioglu, 2000). According to D’Souza; cost, quality and distribution of finished products
in time can also be three fundamental measures of production performance. Certain researches indicate that
flexible production is a major indicator of business performance and production performance (Newman,
1992). Studies which associate the relation between business performance and flexible production with
financial and growth performance were conducted by; Swamidass and Newell (1987), Parthasarthy and Sethi
(1993), Gupta and Somers (1996), Vickery et al. (1997), and the studies which associated it only with the
financial performance were conducted by Ward et al.(1995) and Fiegenbaum and Karnani (1991).

Complex nature of manufacturing flexibility requires further studies to explain its entire structure more
comprehensively. For example, studies which show the correlation between the environment and strategic,
corporate and technologic changes, which provide the enterprise with a competitive edge and performance
increase can be made.

METHODS

In addition to content, method and design are also as much important for the studies conducted in relation
with flexible manufacturing. In the ongoing research processes, the existence of limits and the identification
of Data Collection, Sample Range, Unit of Analysis, Metod, Item Scales in the studies is
important.(Vokurka,2000) Conducted studies are listed according to; Data Collection (I-Interview, Q-
Questionnaire. Arc.-Archival), Sample Range (S Ind.-Single Industry, Cr Ind.-Cross Industry), Unit of
Analysis (SBU-Strategic Business Unit, Plant-PL.), Metod, Item Scales (SI-Single Item Measures, MI-
Multiple Item Measures). Accordingly;

Fiegenbaum and Karnani (1991) (Archival, Cr Ind., SBU, Data Base, SI),

Das et al. (1993) (Archival, Cr Ind., Industry, Data Base, SI),

Ward et al. (1995) (Q, Cr. Ind., SBU, Survey, MI),

Gupta and Somers (1996) (Q, Cr Ind., SBU, Survey, MI),

Safizadeh et al. (1996) (Q, Cr Ind., Plant, Survey, MI, SI),

Parthasarthy and Sethi (1993) (Q, Cr Ind., SBU, Survey, SI),

Dixon (1992) (Q, S Ind., Plant, Survey, MI),

Gupta and Somers (1992) (Q, Cr Ind., SBU, Survey, MI),

Boyer et al. (1997) (Q, Cr. Ind., Plant, Survey, MI),

Ettlie and Penner-Hahn (1994) (I,,Cr Ind., Plant, Survey, SI),

Upton (1995) (1, S Ind., Plant, Survey, SI),

Vickery et al. (1997) (I-Q, S Ind., SBU, Survey, SI),

Swamidass and Newell (1987) ( I-Q, S Ind., SBU, Survey, MI),

Suarez et al. (1996), (I-Q, S Ind., Plant, Survey, M1, SI).

The study considers the enterprises in ceramic sector in the Western Anatolia Region of Turkey and the
Companies being traded in Istanbul Stock Exchange, and Archival, S. Ind., SBU, Data Base, SI are adopted.
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TRANSITION TO THE FLEXIBLE MANUFACTURING SYSTEM
AS A STRATEGIC DECISION

On the global markets, which are subject to constant changes and development, the market structure, its
variety and the product quality are determined by the consumers. Consumers constantly desire new and
different products which results in a flexible and fluctuating demand environment. Accordingly, flexibility
and speed in production gain importance. The only way for businesses to react to this demand will be to
adapt to new production technologies (Soba,2006:23).

While the flexible manufacturing system offers several strategic and operational advantages compared to
conventional manufacturing systems, its efficient management ensures solutions for complex product
management-related problems (Chen,2004:957).

In order to adapt to changes in a rapid and efficient manner, businesses today employ modern information
technology and production techniques throughout the entire production process starting with the design phase
through to planning, production and sales in an attempt to increase flexibility, quality and productivity. One
of the greatest advantages that the flexible manufacturing systems provide is the use of high technology
machines. The use of FMS's is also effective in terms of efficiency and capacity utilization, which is seen in
the increase of the labor force and the current output as well as in the decrease in cost (Durmus, 2007:9). In
order to react to the costumer's demand in time, shorten the production time, increase the quality and
decrease the cost, businesses seeking competitiveness on the market prefer flexible manufacturing systems.

In an attempt to react to the fluctuating demand which is a result of changing consumer needs, businesses
today have developed significant systems that provide manufacturing with a flexible structure. One of the
most important systems is the "Flexible Manufacturing System" (Coskunkasap,1998:77). Flexible
manufacturing systems are specific manufacturing systems which are able to react to new situations and
adapt to the changes on the market rapidly involving the notion of flexibility and an intensive use of
technology (Berruet, 2000:227).

A great number of definitions are available for flexible manufacturing systems in a variety of sources (Atalay
et al.,1998:19), (Monks,1987:128), (Parrish,1990:16), (Maleki,1991:8), (Ronald and Charles,1993:125),
(Siper and Bulfin,1997:45). Based on the common aspects of all definitions, the flexible manufacturing
system can be described as a computer controlled manufacturing system composed of machines connected to
one another that aims at reacting to the changing consumer needs in time.

The increasing customer needs caused by the heated competitive environment resulting from the demand of
differentiation and change led many businesses toward a flexible and innovative attitude (Garavelli,200:39).

In this context, the importance of flexible manufacturing system as a strategic decision becomes visible. In
our age, all manufacturing establishments that are able to employ flexible manufacturing systems gain
competitive advantage and increase their market share.

High machine utilization, ability to produce different high-quality products in a short time, less plant area,
decrease in labor costs, decrease in storage costs, easy programming and expanding and increased operation
control can be named among the advantages of flexible manufacturing systems which have a synergistic
effect (Ozgen,1996:87).

Today, the flexible manufacturing activities of businesses are regarded positively by a great number of
people (Olhager, 1993:69). There are many methods available for determining flexibility. Nevertheless, it is
quite difficult to express flexibility in quantitative terms such as profitability (Olhager, 1993:76). The present
study will examine plant, machine and equipment, an item which comprises a significant part of the tangible
fixed assets included in the yearly financial reports of businesses and causes significant changes in the
manufacturing system, as a sign of flexibility.
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THE LINKS BETWEEN THE TERMS BUSINESS PERFORMANCE
AND PROFITABILITY AND THE FLEXIBLE MANUFACTURING
SYSTEM

Business performance can be defined as the extent, to which a business reaches its goals and fulfills its
duties. In this sense, performance can be evaluated based on different aspects. The different aspects of
performance can be named as quality, efficiency, budget price, profitability, innovation and efficiency.
Determining the performance criteria to be applied in order to increase the existing performance and to
sustain it in a business and providing successful performance measurement and auditing systems will only be
possible, when the aspects of performance are determined accurately and the relation between them is
established in a well balanced manner (Dagdelen,1997:50). It is the duty of the business management to
implement this in accordance with the business strategies on a long-term basis.

In order to measure performance, firstly the aims need to be determined and secondly the criteria need to be
selected within the scope of these aims. Then, measurements are carried out based on these criteria to find out
the reasons behind the current performance situation. Subsequently, the required measures are taken and the
results are observed. The performance evaluation process is then completed (Cetin,1997:46). The criteria of
performance are rather quantitative terms showing whether or not the objectives were reached. Taking into
consideration the rapidly growing competitive environment, however, it is not enough to compare the
particular business with other businesses of equivalent type or with businesses which operate in the same
branch of industry while measuring and evaluating the business performance. Whilst taking into account the
aspects of performance and the customer satisfaction, the business does not only have to have an edge on its
competitors, but it also has to be compared with the innovations it accomplished by exceeding its own
pioneer targets (Cetin,1997:46).

The criteria applied in performance evaluation can be divided into two types: Qualitative and quantitative
criteria (Hatiboglu,1993:198). Examples for qualitative criteria can be named as hierarchical relations or
personnel trainings whereas examples for quantitative criteria can be named as costs, divergence from
standards, current output and quality, sales amount, sales revenues, profitability, market share and growth. In
the present study, the criteria of profitability will be applied which is among the widely used criteria in
evaluating businesses that use flexible manufacturing systems.

Criteria of Profitability

The main objective of all private establishments which are legal entities pursuing economic activities is to
use the resources invested effectively in order to maximize the profit rate and to reach the maximum profit.
In other words, the main objective of businesses is to generate profit. Indeed, no matter what perspective one
approaches it from, private establishments which are legal entities doing business activities have to pursue
economic activities in order to maintain their existence. To put it in another way, they have to operate in a
profitable and efficient way (Uragun,1993:709). Profit is a substantial criterion of success. However, it is not
enough by itself for measurements. In order for profit to be useful, it needs to be determined whether or not it
is sufficient for the business and it needs to be connected with the factors that play a role in the formation of
profit. In addition, the comparison between the growth of income and the growth of expenses as well as
factors such as the income that the capital will provide in alternative fields of use, the change in profit within
the past years and the profit targets of the business need to be taken in account (Akgii¢,1987:375).

While interpreting rates of return as rates used in measuring the success of business activities, they have to be
compared with those of other business operating in the same sector and their development during the course
of the year has to be observed. The rates of return are used to determine whether or not the profit generated is
proportionate, sufficient and permanent (Sevim, 2008:177). Usually, there are two types of rate of return:
One is the profit in relation to the sales and the other one is the profit in relation to the capital (Sevim,
2008:177). In the present study, rates of return with regards to the profit in relation to the sales were
addressed. Furthermore, their relation to the flexible manufacturing systems was explained. The rates used
and their explanations are given below.

Gross Profit of Sales / Net Sales X 100

This ratio which is expressed in percentage indicates the importance level of the proportion of the gross profit
on sales as the difference between the sales and the cost of goods sold in relation to the net sales revenues. In
manufacturing establishments, it is expected to amount to nearly 50%. Based on the past years, it has to show
an upward trend and needs to be evaluated within the particular sector. In businesses using flexible
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manufacturing systems, this ratio is expected to be high. In businesses with a high ratio, a sufficient profit of
the period can remain after covering operational, financing and other expenses (Sevim, 2008:178; Akdogan,
2003:635).

Operational Profit / Net Sales X 100

This ratio indicates what percentage of net sales the operational profit corresponds to. This ratio shows the
businesses’ level of success with regards to the main activity. It is expected to be high. In businesses using
flexible manufacturing systems, the corresponding ratios of other businesses operating in the same sector
have to be examined and their development during the course of the years has to be observed on a long-term
basis in order to understand whether or not this ratio is sufficient. Taking into account that it indicates the
profit generated from the main activities of the business, it plays a major role in the analysis (Sevim,
2008:178; Akdogan, 2003:635).

Net Profit of the Period / Net Sales X 100

This ratio indicates what percentage of net sales the net profit of the period accounts for. It is expected to
come out as high as possible. A low ratio indicates that the business is unsuccessful in its activities and the
activities do not contribute to the financial structure in a positive way. In such a situation, the performance of
the strategic business cannot be interpreted in a positive way (Sevim, 2008:179). However, while evaluating
this ratio, the tax related calculations as well as other expenses of the business have to be taken into
consideration. Accordingly, it is more useful to analyze the operational profit in relation to net sales than to
analyze the net profit of the period in relation to net sales while evaluating businesses using flexible
manufacturing systems.

Operational Expenses / Net Sales X 100

The operational expenses made in order to generate revenues are comprised of research and development
expenses, sales and distribution expenses and management related general expenses. Up to a certain
percentage of sales, it is considered as reasonable. This ratio is higher in manufacturing establishments than
in trade establishments and also plays a major role in interpreting the operational profit. While evaluating this
ratio, the sectoral average ratios and the ratios from the past years should be taken into consideration (Sevim,
2008:179; Akdogan, 2003:636).

In the present study, following ratios were addressed and analyzed besides of the rates of return used in
evaluating business performance.

Asset Turnover = Net Sales / Total Assets

This ratio is expected to be high. It shows how efficient a business uses all the assets it possesses and what
multiple of total assets corresponds to the sales generated. A business with high total asset turnover will
accordingly have a high rate of return. Businesses with high total asset turnover can be considered as low risk
businesses (Sevim, 2008:176). This also applies for businesses using flexible manufacturing systems. An
increase of the total asset turnover indicates an increase of the capacity utilization (Ceylan, 2000:48)

Tangible Fixed Asset Turnover = Net Sales / Tangible Fixed Assets (Net)

This ratio indicates what multiple of tangible fixed total assets corresponds to the sales generated. It shows
how efficient the tangible fixed assets are used. It also reveals information on the capacity utilization of
businesses using flexible manufacturing systems. Especially after the years, in which an intensive investment
was made in technology and machines, the development of this ratio needs to be observed on a yearly basis.
It is expected to be high which has a positive effect on the profitability. In case of a revaluation, the ratio may
come out low (Sevim, 2008:175).

ANALYSIS

The decision of flexible manufacturing systems as a strategic decision requires intensive investments in
technology and thereby causes significant changes in the financial structure of a business. Therefore, it is
necessary to analyze this process. The present study aims at depicting the relation between the business
performance criteria and the profitability as well as evaluating the success of businesses.

Data Preparation

The objects of the present study are three joint stock companies operating in the ceramic sector which are
listed on the Istanbul Stock Exchange. The analysis covers a period of 12 years beginning from 1997. The
data used in the analysis were obtained from their yearly financial reports. In addition, corresponding
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departments of each of the companies were contacted to gather subject-related information. In the present
study, graphics on yearly basis were drawn up using the ratio analysis, and the businesses were evaluated
correspondingly.

Evaluation and the Findings

In the first stage of the present study, the corresponding departments of each of the companies were
interviewed. As a result of the interviews, it was observed that each three of the companies had been making
intensive investments in production technologies and purchasing computer aided machines within the last
twelve years.

In this context, the relations between the investment in machines which is regarded as a sign of flexibility in
production as it was mentioned before and the operational profits generated from the main activities of the
business are given below in graphics for each of the companies on a yearly basis. Due to a decision in 2003
however, the companies started to apply current-cost accounting. Accordingly, they recalculated the value of
their assets and substituted the new figures with the old ones on their financial reports. This can also be seen
in the graphics given below.

Graphic 1: Company A
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Graphic 2: Company B
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Graphic 3: Company C
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Examining the plant, machine and equipment, an item which forms a part of the tangible fixed assets, it can
be stated that in each of the three companies the operational profit generated from main activities was
affected by the intensive investment in technology and machines and that they are linked to one another.
Especially with regards to the company C, it was observed that the company made intensive investments in
technology after 2005. It was further observed that the operational profits increased in parallel with the
increase of investments. However, this relation may not only be the result of the investment in machines, but
also the result of factors such as an increase in sales or decrease in cost. Extra analyses are needed to

determine this.

Examining the rates of return of businesses on a yearly basis, following conclusions were made:

Table 1:
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Table 3:
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According to the conclusions made above, it is observed that especially the company C has been making
intensive investments in technology and machines within the last years. It is further observed that due to the
utilization of flexible manufacturing system, the company’s profits have increased. In case of other
companies, however, it is hardly possible to derive the conclusion that the change in profit showed a positive
trend based on only these ratios. Talks with the company C revealed that they have been purchasing a
substantial amount of machines since 2005 and increased the product variety. It can be seen in the
conclusions that operational expenses comprised of research and development expenses, sales and
distribution expenses and management related general expenses showed no significant change after the
investments. Accordingly, it can also be seen in the conclusions that the operational profits show an upward
trend. However, an evaluation of the flexible manufacturing system based on its development only within the
last three years would be insufficient. The future development should also be monitored on a long-term basis.

With regards to the rates of return, the asset turnover and the tangible fixed asset turnover were also
calculated within the scope of the present study in order to analyze the subject more thoroughly.

Table 4:
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Table 5:

Tangible Fixed Asset Turnover =Net Sales / Tangible Fixed Assets (Net)
5,000

4,500

4,000 . :.' ‘._...."_......,“'.... .-..",-"

3,500 - , _-‘: / \ = = CompanyA
3,000 el
2,500
2,000
1,500
1,000
0,500
0,000

------- Company B

Company C

Tangible Fixed Asset Turnover

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
Years

From these ratios which not only show the rates of return but also indicate the efficiency of the assets of a
business and its capacity utilization, following conclusion can be derived: As in case of the company C, the
asset turnover and the capacity utilization increase in parallel with the profitability, the use of flexible
manufacturing systems in this company can be interpreted positively. With regards to the sector it operates
in, it can be stated that the company will achieve a larger market share in comparison to other companies and
be able to gain competitive advantages. In case of other companies, however, the profitability shows a
downward trend. It can be stated that this situation indicates problems such as the unprofitability of economic
activities, the capacity utilization, and the inefficient use of tangible fixed assets.

CONCLUSION

The factors impeding a clear identification of the links between the flexible manufacturing systems and the
profitability can be named as follows: The existence of many different definitions of flexibility, the
requirement of several difficult methods for expressing flexibility in quantitative terms, the financial crisis
environment and the different financial policies applied by the companies. As a result of the analysis
conducted, it can be stated that from the three manufacturing establishments operating in the same sector, the
company C's profitability, which is one of the most widely used performance criteria, shows an upward trend
due to the investments made and the introduction of flexible manufacturing systems. In terms of both the
capacity utilization and the efficient use of assets, this situation can be interpreted as a positive development
for the company. However, evaluating the introduction of flexible manufacturing systems on a yearly basis
could provide a much better understanding as by doing this, the long-term performance would be portrayed
more accurately. In addition to the rates of return, other analysis methods such as the Du Pont Analysis can
be carried out yearly in a contrastive manner in order to monitor the process and thereby achieve more
accurate results. Taking profitability as the only criteria in determining the business performance may not
always be enough. In addition to profitability, other criteria such as the quality and the sales amount can be
added to the analysis.

In conclusion, the flexible manufacturing systems become a strategic decision that needs to be considered by
the companies so that they can gain competitive advantages under current circumstances, generate the

maximum profit from the desired activities and increase their business efficiency. Similar studies can be
carried out in other branches of manufacturing such as textile, furniture and automobile as well.
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ABSTRACT

Strategic management contexts usually define a couple of activities including preparing a mission statement,
which is one of the most essential parts in developing the strategic plan of an organization. Since the mission
statement is designed to be viewed by majority of stakeholders, its quality seems to be of great importance.
This research is supposed to study the mission statement quality, based on the components that should be a
part of the discipline. Therefore, first and foremost, the attributes to be considered in the evaluation of the
statement quality (mission components) are determined through the literature review. Secondly, since
traditional methodologies cannot easily deal with numerous qualitative attributes, a multi criteria decision
analysis based on Grey Theory is to employ to identify the importance of each attribute. At third step, the
selected methodology has been applied and the numerical results specified the most important components to
be considered in evaluating the quality of corporate mission statement.

Keywords: Mission statement quality, Multi attributes decision analysis, Grey theory

INTRODUCTION

Managing the evolution of mission statements is one of the most important responsibilities of senior
management [Fitzroy, 2005]. Strategic management contexts include a process of strategic management that
incorporates mission as one of the vital tasks in the strategic planning process [Thompson, 2001; Hill &
Jones, 2001; Wheelen & Hunger, 2000]. Numerous articles point out the value of mission statements and
suggest that almost every firm should have one (e.g., see [Bailey, 1996]).

Whether developing a new business or reformulating direction for an ongoing company, the basic goals,
characteristics and philosophies that will shape a firm’s strategic posture must be determined. The company
mission statement will guide future executive action plans. The company mission is defined as the
fundamental, unique purpose that sets a business, apart from other firms of its type and identifies the scope of
its operations in product and market terms [Pearce & Robinson, 2005].

This paper is seeking to 1) determining the components that should be included in a mission statement which
in fact are attributes to be considered in the evaluation of the statement quality and 2) identifying the
importance of each attribute and specifying the most important ones.

After introduction, the article is organized into the following four parts: the First and foremost, the literature
review is summarized. Secondly, the research methodology is identified. Thirdly, the identified methodology
is applied and analyzed. In the fourth and final step, the conclusion of the research is presented.

LITRATURE REVIEW

Regarding the importance and vitality of mission statement in the strategic management context, there is no
need to mention that the definition, the benefits and the specifications has been cited in nearly all referenced
materials. In this research the judgment required for evaluation of mission statement quality is based on
determining whether the statement satisfactorily included the given set of components. In addition, this
research tends to propose a general methodology which is applicable to evaluating statements of different
kind of organizations. Therefore, the references explicitly cited the general components of the mission
statement are chosen and summarized in tablel.
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References ;:ggg?gggg
Description S| S|S|E|2|2|8|28
Component glalE|E|f|O|é|&|a|a
Principl in o . ce
fneipie bus 51 the principal activities Regarding the position it aims " " *
aims and main . .. .
s to achieve in its chosen business
activities
Philosophy, Key . . I . .
. ’ Basic beliefs, values, aspirations, and philosophical
believes and S » VAles, asp ’ p p *ox *ox * *ox
priorities
values
Definitions of who are the major stakeholders of the
Stakeholders . J *ox
business
Guiding Defines the code of conduct that tells employees how "
principles to behave
from which natural resources the business values are "
Natural resources .
being created
The principal technology which the business focuses
Technology on p p &y R *
Product/service What are the firm’s major products or services *KRLx *
Market/market . .
eV ¢ The selected markets that the firm offers its variety of | | . | ,
segment/ .
. Products/services
geographic scope
Customer needs Which Customer needs are going to be satisfied * * *
Purpose of the
organization /
Company goals: | The firm's reason for being and its intention to secure | , | , % | % " % | %
Concern for | its survival through sustained growth and profitability
survival, growth
and profitability
Public image Reflecting the public's expectations L *
Describing the corporate and its place in its
self concept . & P p * | %
environment
Customers Who are the firm's customers * *
Concern for | Regarding the employees as a valuable asset of the " "
employees firm
Strategic goals What it wishes to achieve
Standards Organizational policies and norms of behavior
strategic pathway | The means it will use to achieve its goals *
Quality Managing the quality of products and services *
Core Distinctive competency of the company in %
competencies comparison to its competitors

Table 1- summary of the literature review

METHODOLOGY

In this paper, the Grey Theory which is a new well-known Multi Criteria Decision Analysis technique is
utilized. MCDA includes a set of concepts, methods and techniques that seek to help individuals or groups to
make decisions, which involve several points of view in conflict [Belton & Stewart, 2002].

The Grey theory can resolve the problem of incomplete information requiring only a small amount of data to
be effective [Pai & Hanaki & Hsieh, 2007]. Due to the presence of incomplete information and uncertain
relations in the evaluation of the current system, it is difficult to analyze it by using ordinary methods. On the
other hand, grey system theory presents a grey relation space, and a series of nonfunctional type models are
established in this space so as to overcome the obstacles of needing a massive amount of samples in general
statistical methods, or the typical distribution and large amount of calculation work. Grey Theory can be
effectively utilized to calculate the attribute weights from incomplete information gathered from subjective
judgments of DMs. This procedure that can be employed instead of pair-wise comparisons (common in
Analytic Hierarchy Process) will decrease the number of questions that should be answered by DM.
Therefore, consider a large number of qualitative attributes the Grey based techniques are more efficient in
comparison to the traditional MADM techniques such as AHP. In fact, The Grey Systems Theory and
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Geometrical Mean for Grey numbers are employed in this paper. The process of evaluating the corporate
mission statement quality is shown in Fig. 1.

Grey theory
Literature Determining the Calculating the Identification of the
review attributes attribute weights most important
Attvilhiiban
Geometrica
| Mean

Fig. 1- The framework for corporate mission statement evaluation

An introduction to Grey theory

Grey theory, proposed by Deng in 1982 [Deng, 1989], is an effective mathematical means to deal with
systems analysis characterized by incomplete information. Grey theory is widely applied in fields such as
systems analysis, data processing, modeling and prediction, as well as control and decision-making [Chen &
Tzeng, 2004; Zhang & Wu & Olson, 2005].

Using grey number to calculate attributes weight

Each grey system is described with grey numbers, grey equations, grey matrices, etc. A grey number is such
a number whose exact value is unknown but a range within that the value lies is known. In applications, a
grey number in general is an interval or a general set of numbers.

Grey number operations are the operations defined on sets of intervals, rather than real numbers. Definition 1

identifies the four basic grey number operations on ® G, = [c_l1 ,a, ] and® G, = [6_12 ,d, :I
Definition 1:

(1) ®G, +®G, =|a, +a,,a1 +ax_
@) ®G, -®GC, =|a, ~az.ar -a,_
- . ngzaglazr -
min| — " ” _ |,
aa,,aaz
3) ® G, xRG, = _
a,4,,a,a2,
max|_— " _
aia,,aiaz
[ - 1 1
4) ®G, +®G, = gl,al}[—,_—}
a, a:

The proofs of these basic operations can be obtained from [Li & Yamaguchi & Nagai, 2007].

The linguistic variables are used to represent imprecision of spatial data and DMs’ preferences over the
attributes in the evaluation process. In this paper, the attribute weights are considered as linguistic variables.
These linguistic variables can be expressed in grey numbers by the 1-7 scale [Li & Yamaguchi & Nagai,
2007] shown in Table 2.

VH H MH M ML L VL scale
[0.9,1.0] | [0.7,0.9] | [0.6,0.7] | [0.4,0.6] | [0.3,0.4] | [0.1,0.3] | [0.01,0.1] | ®W
Table 2- the scale of attribute weights
In order to endow the results with a higher value, it is advisable to have several experts take part in solving
the problem of prioritization; these specialists are going to act as "decision-makers". Assume that

0= {QI,QZ,K ,Qn} is a set of n attributes of mission statement and the attributes are additively
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independent. ® w = @ w,Qw,, K ,®@w, }is the vector of attribute weights. Suppose that the decision

group consists of K persons. According to Geometrical Mean for Grey numbers, the weight of the jg, attribute
can be calculated as:

%) w, = d@w} x®w12. xL x®wjf

Where &® WI; ,(j =1,2,K n) is the subjective judgment of the ki, DM over the jy, attribute described by

k k —k k
grey number ® w; = Ilivi’wi , where @ w = 0.

Focusing on the most important attributes facilitates the evaluation process. In order to remove the attributes
those are not essentially important we suggest and employ the following definition.

Definition 2: The jy, attribute will be removed from the evaluation process if the following condition is
satisfied:

(©6) ®w ,(G)<®w " (G)
, Where @ w""(G) = 0.6.

APPLICATION AND ANALYSIS

The attributes to be considered in the evaluation of the mission statement quality as expressed in section 2,
are as follows:

Q. Principal business aims and main activities 0,;. Philosophy, Key beliefs and values
Q.. Stakeholders 0,  Public image

Q3. Guiding principals 0,3 self concept

O,  Natural resources 0,4 Concern for employees

Qs.  Technology Q5.  Strategic goals

Qs.  Product/service Q5. Standards

Q7. Market/market segment Q,;.  strategic pathway

Qs. Customer needs Qs Quality

Qy.  Customers Q.  Core competencies

Q. Purpose of the organization / Company goals: Concern for survival, growth and profitability

Calculating the weights of attributes Q;, Q,, Q; to Q9, a questionnaire was designed to collect the
preferences of twelve experts (k=12) as DMs: Dy, D,, D; to Dy,. These preferences and the calculated
attribute weights based on Eq. (5) are shown in Table 3.
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o, D, D, Ds Dy Ds Dg D; Dsg Dy Dy Dy Dp ®Wj

0 VH VH H VH H H H H VH H VH H [ 0.777 , 0.940 ]
0, MH VH M MH VH MH M ML H MH H MH [ 0.581, 0.721 ]
oF M VL L MH H M ML L H H H M [ 0.284 , 0.516 ]
oy L L VL MH H ML VL L H M M M [ 0.170 , 0.392 ]
Os M L MH VH VH ML MH H H M H H [ 0.514 , 0.700 ]
Os VH H VH H H H VH VH H MH VH VH [ 0.784 , 0.929 ]
0 VH M VH VH VH MH H MH H H VH VH [ 0.738 , 0.880 ]
Os VH VL H VH VH M ML M MH H H VH [ 0448 , 0.664 ]
Oy H VH VH H VH MH VH VH H MH H H [ 0.758 , 0.902 ]
O1o MH VL VH VH VH ML MH VH H MH H H [ 0479, 0.681 ]
O VH VH H H VH M VH VH VH H MH VH [0.764, 0.906 ]
O VH H H H H ML MH VH H M MH MH [ 0.625, 0.777 ]
015 MH VH H H H M H VL MH ML M H [ 0415, 0.633 ]
Ou H VL M H MH MH H VH MH ML M MH [ 0.405 , 0.607 ]
Ois H L MH H H H M MH VH H MH H [ 0.558 , 0.752 ]
Oss M VL L MH VH MH L VL MH M ML M [ 0.199, 0416 ]
017 MH L L H VH MH L VL M ML ML M [ 0.238 , 0.450 ]
Ois H L L VH H M H VL MH MH L M [ 0274, 0.515]
Qo M L MH VH H L MH H H M H H [ 0459, 0.678 ]

Table 3- decision makers' preferences over attributes and the related calculated weights

All of The attributes ranked according to the upper limit of the related Grey number ® W as shown in table
4. Then According to the Eq. (6) the attributes Qs, Qg, Qi6, Q17 and Q3 were removed from mission
evaluation process.

Qj D, D, D; D, Ds Ds D, Dy D, Dy, D, Dp ®Wj

0, VH VH H VH H H H H VH H VH H [ 0.777 , 0.940 ]
0 VO H VH H H H VH VH H MH VH VH [0.784, 0.929 ]
0 VH VH H H VH M VH VH VH H MH VH [0.764, 0.906 ]
0, H VH VH H VH MH VH VH H MH H H [ 0.758 , 0.902 ]
0, VH M VH VH VH MH H MH H H VH VH [0.738, 0.880 ]
() VH H H H H ML MH VH H M MH MH [0625, 0.777 ]
Qs H L MH H H H M MH VH H MH H [ 0.558 , 0.752 ]
0, MH VH M MH VH MH M ML H MH H MH [0.581, 0.721]
0; M L MH VH VH ML MH H H M H H [ 0.514 , 0.700 ]
0 MH VL VH VH VH ML MH VH H MH H H [ 0.479 , 0.681 ]
Q1 M L MH VH H L MH H H M H H [ 0.459 , 0.678 ]
05 VH VL H VH VH M ML M MH H H VH [0448, 0.664 ]
0;; MH VH H H H M H VL MH ML M H [ 0415, 0.633 ]
0. H VL M H MH MH H VH MH ML M MH [0405, 0.607 ]
0; M VL L MH H M ML L H H H M [ 0.284 , 0.516 ]
05 H L L VH H M H VL MH MH L M [ 0274, 0515 ]
0:; MH L L H VH MH L VL M ML ML M [ 0.238 , 0.450 ]
Qs M VL L MH VH MH L VL MH M ML M [0.199 , 0.416 ]
0, L L VL MH H ML VL L H M M M [ 0.170 , 0.392 ]

Table 4- Ranking decision makers' preferences and removed inefficient attributes
g p

CONCLUSION

The most important components to be considered in evaluating the quality of corporate mission statement are
concluded in this research as: (1) Principal business aims and main activities; (2) Stakeholders; (3)
Technology; (4) Product/service; (5) Market/market segment; (6) Customer needs; (7) Customers; (8)
Philosophy, Key beliefs and values; (9) Public image; (10) Self concept; (11) Concern for employees; (12)
Strategic goals; (13) Quality; (14) Core competencies.
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A multi attribute decision making procedure based on grey systems theory can be proposed based on the
above mentioned concluding attributes and the resulting grey weights. Such a procedure can be used by
corporate managers to evaluate and benchmark their mission statement in comparison to a set of similar
companies effectively.
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ABSTRACT

This study investigates vision building, a fundamental starting point in strategic management. Whether
national or multinational, vision building is critical for all strategically managed companies. The position
responsible for building vision in a business is equally as important as enabling employee participation in
the vision building process. This is why the study investigates the various managerial levels involved in the
process of building vision, mission, objective and targets. The assessment of questionnaire forms developed
for this purpose suggest that there is a similarity between building vision, mission, objective and targets, and
employee participation. However the response coming from national and multinational companies to the
question “Who builds vision?” returned different results.

Keywords: Strategic formulation; vision; mission, objectives, employee participation.

INTRODUCTION

Vision could be described as the sum of opinions, appearances, dreams of experienced and future related
dreams, visions, and a road map to reach these visions, expectations, values, expressions, responsibilities,
objectives and targets.

Through this perspective vision could translate as the expression of the past, the present and aspired future
destination and a road map that ensures reaching this destination. This expression reflects an argument.
Ambitious visions not only expose difference (Pearce II and Robinson: 1991:54) but also motivate
stakeholders. Such motivation contributes to sharing business values, creating positive expectations amongst
stakeholders and concentrate the business on the objective as a whole. If people really share a vision they
interconnect with each other with a common desire. Such dedication transforms approach to the company,
creating a feeling of being “our company”.

Such qualities make a vision to safe keep the future of the business. It is a manager’s compass directing them
to guaranteed success. It is also a source of trust amongst customers, employees and stakeholders. Vision is
by no means a secret declaration. It gains value the more it is shared and endorsed. It is especially important
that vision is endorsed, discussed and shared amongst employees. Including employees in vision building
process makes the vision a common vision. It will no longer be considered corporate vision, but rather
perceived as “our vision”. Moreover, vision building requires a broad perspective. Vision builders without
depth of perspective cannot be expected to develop successful visions. Ensuring participation of creative
employees in the vision building process presents the potential of overcoming such risks.

Employee participation is an integral part of corporate governance. European corporate governance model is
consentrated on “stakeholder value” and includes the protection of employees interests and employees have
right to be represented at company management in the European Union (EU). But, some Multinational
Companies (MNC) limiting this for transnational issues (Kluge, 2005:164). Employee participation is defined
in the EU legislation as “the influence of the body of representatives of the employees and/or the employees’
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representatives in the affairs of a company by way of 1-) the right to elect or appoint some of the members of
the company’s supervisory or administrative organ or 2-) the right to recommend and/or oppose the
appointment of some or all of the members of the company’s supervisory or administrative organ”. It is
clearly noticed that employees right to elect or appoint their representatives to companies supervisory or
administrative organs in the EU. Although, there is a clear divergence of opinion and different options of
employee  participation. For instance, Attitudes towards employee participation demonstrates clear
divergences in Germany, the UK and Spain (Veersma and Swinkels, 2005:193-199). Some times
“involvement of employees” also used by same meaning which is described by Council Directive
supplementing the Statute for a European Company, approved by the Employment and Social Affairs of 8
October 2001, “any mechanism, including information, consultation and participation, through which
employees’ representatives may exercise an influence on decisions to be taken within the company” (Article
2, h) (Blanpain, 2002:xv).

In practice, visions are generally the work of a leader (Kantabutra, 2009:1). Leadership is a process by which
a person influences others to accomplish an objective (Kalpana, 2009:24). Besides the leader, executive
managers are also known to effectively participate in vision building. However, these days the idea of sharing
this responsibility with employees other than executive managers is gaining support all the time. It is argued
that the most effective method of vision building is involving employees (Ulgen and Mirze, 2007:182). This
contributes to employees thinking it being easier to reach ambitious visions that are shared. Additionally,
visions reached with employee participation are judged to be more motivating. It is for these reasons that
vision determination is a critical issue for businesses of all sizes. This basic research will attempt to reveal
the managerial levels that are effective on this issue by examining the matter level of domestic and
international businesses.

LITERATUR REVIEW

Businesses are financial entities composed of a coherent merging of production tools (Tosun, 1990:5) which
create products and services to meet human requirements (Mucuk, 2008:6), provide profit to shareholders or
owners and income to its employees, have social responsibility towards society, aspire to continue their
existence and grow (Ozgen and Yalgin, 2009:6).

Behind the conception of every business are the decisiveness, courage and effort of entrepreneur(s) who
amalgamate production tools and take on the risk. In large businesses these entrepreneurs, who are
simultaneously the owners or shareholders of the business, also constitute the general board of shareholders.
This board assigns the authority of decision making to a self-elected board of directors (Eren, 2005:43). As
they grow businesses require professional managers to execute their operations.

These managers are people who execute the task of management, in return for a specified fee, in order to
effectively and efficiently reach objectives (Ulgen and Mirze, 2007:23) in a setup where the risk and profit
belongs to someone else. In other words a manager is someone who participates in the management process
by planning, organizing, leading, and controlling the resources of the organization (Bovee et al, 1993:5).
Whilst managers can be elected from amongst business owners they can also be appointed from a selection of
professional managers (Ulgen and Mirze, 2007:24).

Professional managers have the objective of ensuring that the business reaches long-term objectives.
However, businesses require strategic management in order to continue existence in the long term, ensure
sustainable competitiveness and generate above average income.

Strategic management is that set of managerial decisions and actions determining the long-run performance
of a corporation. It includes environmental scanning, strategy formulation, strategy implementation, and
evaluation and control (Whelen and Hunger: 1992:7). These aspects play a fundamental role in the business
reaching its objectives. This allows the manager to understand and concentrate on internal and external
factors affecting the business. It also enables being flexible enough to adapt to rapidly changing
environmental conditions (Eren, 2005:8).

Strategic management is an organic process (Farjoun, 2002:588). This process starts with the notion of
strategic consciousness. Strategic consciousness develops as a consequence of business owners and managers
contemplating the reality that other businesses and competitors are perpetually creating and practicing new
strategies. Such thoughts increase consciousness about how to build effective strategies in response to
changing environmental conditions, new opportunities and threats.
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Selecting a strategist or a strategic team from people with such level of consciousness is fundamental for the
effectiveness of strategic management process. Whilst such strategists are selected from managers of
different levels, they can also be procured within or out of the business operation.

Strategic planning must be a priority for strategists. To plan, one must first have a clear vision of the desired
future organization (Steinbcaher and Smith: 2009:31).

Appointed strategists play an important role in several stages including strategic internal and external
environmental analysis; vision, mission, objective and target determination in scope of strategic guidance;
strategy selection, practice and monitoring. This perspective emphasizes the role of decision makers
(Papadakis, et al, 1998:117). In all these processes decision makers are the top management and board of
directors. But the vision of the TMT does not appear to be a sufficient condition to enable companies to
obtain better results (Camelo-Ordaz, et al., 2008:632).

It is a well-known fact that the board of directors has a dominant role in determining vision, mission,
objective and targets, which shed light on the direction of a business. Nonetheless, in practice founders,
bosses, CEOs, CSOs, managing directors, upper management and specialists from within or out of the
business operation can also undertake this responsibility.

The exact sequence and combination of steps differs from author to author, although the following seven
element are usually present: (1) Analyse company’s future environment, (2) Analyse future competition, (3)
Analyse the company’s resources and core competencies, (4) Clarify organizational values, (5) Develop
vision statement, (5) Contrast vision with the present state of the organisation, (7) Use vision to develop
strategic objectives, goals and options (O’Brien and Meadows, 2000:37).

There is a limited employee participation system in Turkey. Some legal change and adaptation of the EU
legislation will support and allow to establish system for wider issues related to work organization in Turkey.
Employee participation will also, enhance Turkish companies and subsidiaries of MNCs’ competitiveness
and stability operating in Turkey, in the EU and in the global markets (Ozciire-Demirkaya, at al., 2008:1025).

RESEARCH DESIGN

The study will look into the managerial levels effective in determining vision, mission, objective and targets
in large-scale companies established in the Marmara Region of Turkey. Foremost the study will try to
provide an answer to the question “who determines vision?” In this scope the study will investigate the extent
employees participate in the vision building process.

The study will include domestically owned companies as well as multinationals. A Multinational Company
(MNC) is a firm that has operations in more than one country, international sales, and nationality mix of
managers and owners (Hodgets et al, 2006:6). Multinational companies conduct in depth domestic and
international analysis. Objectives may vary according to geographical territory or the type of strategic
business unit (SBU). We can mention of four different predispositions in these businesses: Ethnocentric,
polycentric, regiocentric, geocentric predispositions (Rugman and Hodgetts, 2003:217).

The study will initially test whether there is a significant difference between the presence of corporate vision,
mission, objective and targets and if the company is national or multinational. Secondly, the study will test
whether there is a significant difference between national and multinational companies in terms of players
active in vision building. Thirdly the study will test whether there is a significant difference between national
and multinational companies in terms of ensuring employee participation in vision building. Lastly, the study
will test whether there is a significant difference between national and multinational companies in terms of
methods to enable employee participation in vision building. The study will also investigate whether
ethnocentric and geocentric approaches have an effect on the vision building process. Concisely, the study
will compare predominant factors involved in vision building practiced at national and multinational
companies

The questionnaire forms developed for this purpose were sent electronically to 500 large industrial
companies. Questionnaire forms were sent to an additional 500 companies since returns from the first batch
were inadequate. Meanwhile face-to-face surveys were also conducted with the help of Gebze Vocational
Collage. The number of questionnaires sent electronically was 1000. We understand that approximately 200
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of them did not reach relevant persons/departments. 182 questionnaires were completed and returned
electronically. The study took into account 144 electronic questionnaires and 210 face-to-face surveys. The
sum of evaluated questionnaires was 354. 313 of the questionnaires were from national companies whilst 41
were from multinational and global companies.

DATA ANALYSIS

Table 1 indicates the presence of predetermined written vision, mission, objective and targets at a national
and multinational company level according to questionnaire results. Examining Table 1 we see that 83.4% of
national companies and 90.2% of multinational companies express the presence of vision, mission, objective
and targets.

Table 1: State of vision, mission, objective and target building at companies

National Company MNC Total

Frequency % Frequency % Frequency %
There is Vision 13 42 3 7,3 16 4.5
There is Mission 1 0,3 0 ,0 1 0,3
There is Objective and 15 48 0 0 15 42
Targets
There is all three 261 83,4 37 90,2 298 84,2
There is  Vision + 19 6,0 1 24 20 5.7
Mission
Vision + Objective and 4 13 0 0 4 1.1
Targets
Total 313 100 41 100 354 100

Hypothesis for performed chi-square test were established as follows:

Hy: The difference between having predetermined written vision, mission, objective and targets at businesses
and the company being national or multinational is insignificant.

H;. The difference between having predetermined written vision, mission, objective and targets at businesses
and the company being national or multinational is significant.

In this context the Chi-square test statistics at a 0.01 significance level is 4.471, with a p value of 0.484.
Under these circumstances we can say that the Hy hypothesis is acceptable.

Table 2 presents results concerning the effective person in vision building within the company.
Hypothesis concerning the effective person in vision building are as follows:

Hy: The difference between national and multinational companies in terms of the effective person in vision

building is insignificant.

H;. The difference between national and multinational companies in terms of the effective person in vision

building is significant.

Table 2: Who is active in vision building at your company?

National Company MNC Total

Frequey % Frequency % Frequency %
Boss or Owner 52 16,6 2 4.9 54 15,3
Board of Directors 81 25,9 9 22 90 25,4
CEO 6 1,9 6 14,6 12 12
M'anagl'ng Director and 20 6.4 3 73 23 6.5
Vice Directors
Entire Managerial Team 123 39,3 16 39 139 39,3
Outsogrcgd Specialist or 9 2.9 0 0 9 2.5
Organisation
Boss + Board of Directors 5 1,6 1 2.4 6 2,5
Boar of Directors +
Managerial Team + 10 3,2 2 4.9 12 3,4
Outsourced Specialist
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Board of Directors + CEO

+ Vice Managing Director 6 1.9 2 4.9 8 34
No reply 1 3 0 0 1 03
Total 313 41 354

In this context the Chi-square test statistics at a 0.01 significance level is 24.008, with a p value of 0.004.
Under these circumstances we can say that the Hy hypothesis is unacceptable, signalling the presence of a
significant difference between national and multinational companies in terms of the effective person in vision
building. As a matter of fact, looking at Table 2 we see that whilst 16.6% of national companies express the
dominance of boss or owner in vision development, this ratio remained only at 4.9% for multinational
companies. We determined the ratio of companies expressing the dominance of the CEO in vision building to
be 1.9% for national companies and 14.6% for multinational companies.

We asked whether employees were allowed to participate in corporate vision building. We reached the results
in Table 3 according to responses. The following hypothesis were established in this context:

Hy: The difference between national and multinational companies in terms of ensuring employee
participation in corporate vision building is insignificant.

H;: The difference between national and multinational companies in terms of ensuring employee
participation in corporate vision building is significant.

Table 3: Do employees participate in vision building?

National Company MNC Total
Frequency % Frequency % Frequency %
Employees participate 194 62 30 73,2 224 63,3
Employees do not 119 38 8 268 130 36,7
participate
Total 313 41 354

In this context the Chi-square test statistics at a 0.01 significance level is 1.953, with a p value of 0.162.
Under these circumstances we can say that the Hy hypothesis is acceptable, signalling the presence of an
insignificant difference between national and multinational companies in terms of ensuring employee
participation in corporate vision building. Looking at Table 3 we see that whilst 62% of national companies
express the presence of employee participation in corporate vision building, this ratio was 73.2% for
multinational companies.

Table 4 was prepared according to responses concerning how employee participation is enabled in vision
building at businesses. Respective hypothesis were established as follows:

Hy: The difference between national and multinational companies in terms of methods of enabling employee
participation in vision building is insignificant.

H;: The difference between national and multinational companies in terms of methods of enabling employee
participation in vision building is significant.

Table 4: How is employee participation enabled in vision building?
National Company MNC Total

Frequency % Frequency % Frequency %
Through syndicate 6 3 2 6,7 8 3,5
Through employee 35 18 6 20 41 18,3
representatives
Throw'ugh suggestions of 61 315 7 233 68 304
appointed employees
Through suggestions of 9 475 15 50 107 47.8
all employees
Total 194 30 224

In this context, the Chi-square test statistics at a 0.01 significance level is 1.583 with a p value of 0.663.
Under these circumstances we can say that the Hy hypothesis is acceptable, signalling the presence of an
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insignificant difference between national and multinational companies in terms of methods of enabling
employee participation in vision building. Looking at Table 4 we see that whilst 3% of national companies
indicate the use of a syndicate to enable employee participation in vision building, this ratio rose to 6.7% for
multinational companies. According to results, 18% of national companies and 20% of multinational
companies said they used employee representatives as a method.

On the other hand 37 out 41 multinational companies answered the question regarding approaches to for
vision building. Answers are presented in Table 5.

Table 5: Vision Building at Multinational Companies

App r(t))a:ﬂldzggision Frequency %
Ethnocentric 3 8,1
Polycentric 7 19,0
Regiocentric 2 5,4
Geocentric 25 67,5
Total 37

According to results, we see that a majority of multinational companies (67.5%) adopt the geocentric
approach in vision building. Hence, it would not be wrong to say that vision building is shaped by global
trends.

CONCLUSION

Results from the study indicate similarity between national and multinational companies in terms of the
presence of vision, mission, objective and targets. The entire managerial team and board of directors are
dominant in vision building in both national and multinational companies however, boss or owner ranks third
in dominance (16.6%) in national companies. Third in dominance at multinational companies is the CEO
(14.6%). We believe that this outcome is due to national companies generally having a “family run business”
identity whereby boss-owner tendencies have a direct influence on corporate visions. The reason behind the
dominance of CEO in multinational companies is thought to be due to the professionalization of
management. Although a little greater in multinational companies, both business models ensure the
participation of employees in vision building. Participation in both business models is mainly based on
listening to the suggestions of the entire workforce. We can say that the geocentric approach dominates
vision building in multinational companies. This is followed by the polycentric approach (19%). Companies
adopting the ethnocentric approach stand at 8.1%. The least popular approach in vision building is
regiocentric.

REFERENCES

Baron, D.P., (1993) Business And Its Environment, Prentice Hall, New Jersey.

Blanpain, R., (2002), Involvement of Employees in the European Union, European Works Councils, The
European Company Statute, Information and Consultation Rights, Bulletin of Comparative Labour Relations
42 — 2002, Kluver Law International, The Hague/London/New Y ork.

Bovee, L.C., Thill, J.V., Wood, M.B. and Dovel, G.P., (1993) Management, McGraw-Hill, New York.
Camelo-Ordaz, C., Fernandez-Alles, M., and Vella-Cabrera, R., (2008) ‘Top Managemenet Team’s Vision
And Human Resources Management Practices In Innovative Spanish Companies’ The International Journal

of Human Resource Management, (19), 4, 620-638

Chew, K.H.I. and Chong, P., (1999) “Effects Of Strategic Human Resource Management On Strategic
Vision, International Journal Of HRM (10), 12, 1031-1045.

270



Currie, W.L., (1999) ‘Revisiting Management Innovation And Change Programmes: Strategic Vision or
Tunnel Vision?’, The International Journal Of Management Science, (27), 647-660.

Eren, E., (2005) Stratejik Yonetim ve Isletme Politikasi, Beta, Istanbul.

Farjoun, M., (2002) ‘Towards An Organic Perspective On Strategy’, Strategic Management Journal, (23),
561-594.

Hodgetts R. M., Luthans, F. and Doh, J.P., (2006) International Management, Sixth Edition, McGraw-Hill,
New York.

Kalpana, S.C.,(2009) ‘What Kind of Leadership Model Would be Required To Create Vision, Mission And
Directions in The Changing Global Context?’ Advances In Management. (2) 12, 24-33.

Kantabutra, S., (2009) ‘Negative Vision Effect in Thai Retail Stores’, Singapore Management Review, (32),
1, 1-28.

Kluge, N., (2005) “Corporate governance with co-determination - a key element of the European social
model”, Transfer, European Review of Labour and Research, Quarterly of the ETUI-REHS Research
Department Volume 11 Number 2, Summer 2005,Brussels, Belgium, 163-188.

Mucuk, 1., (2008) Modern Isletmecilik, 16.b., Tiirkmen Kitabevi, Istanbul.

O’Brien, F. and Meadows, M., (2000) ‘Corporate Visioning: A Survey of UK Practice’, Journal Of The
Operational Research Society, 51, 36-44.

Ozciire, G., Demirkaya, H., Eryigit, N., and Yiice, G., (2008), “The European Union Employee Participation
System in Management Decision Making Process: A Survey About The Effect Of The System On Turkish
Employees In The Multinational Companies Operating In Turkey”, 4th International Strategic Management
Conference, June 19-21, 2008 Sarajevo, Bosnia-Herzegovina, 1017-1028.

Ozgen, H. ve Yal¢in, A., (2009) Temel Isletmecilik Bilgisi, 4.b., Nobel Kitabevi, Adana.

Papadakis, M.V., Lioukas, S., and Chambers, D., (1998) ‘Strategic Decision-Making Processes:The Role Of
Management And Context’ Strategic Management Journal, (19), 115-147.

Pearce, J.A. and Robinson, R.B.JR, Formulation, Implementation, And Control Of Competitive Strategy,
Fourth Edition, Richard D.Irwin, Inc., Boston.

Rugman, M.A. and Hodgetts, R., (2003) International Business, Third Edition, Prentice Hall, New York.
Steinbacher, D., and Smith, A., (2009) ‘Strategic Planning’, Professional Safety, October, 30-37

Tosun, K., (1990) Isletme Yonetimi, 5.b., Isletme Fakiiltesi Yaymn No:226, Istanbul.

Ulgen, H. ve Mirze, K.S., (2007) Isletmelerde Stratejik Yonetim, 4.b., Arikan, Istanbul.

Veersma, U., and Swinkels, S., (2005) “Participation in European Companies: views from social partners in
three Member States”, Transfer, European Review of Labour and Research, Quarterly of the ETUI-REHS
Research Department Volume 11 Number 2, Summer 2005,Brussels, Belgium, 189-205.

Wheleen, T.L. and Hunger D.J., (1992) Strategic Management And Business Policy, Fourth Edition,
Addison-Wesley Publiching Company

271



272



STRATEGIC INTENT, ORGANIZATIONAL
AMBIDEXTERITY AND PERFORMANCE: A TEST OF THE
MODERATING ROLE OF PERCEIVED ENVIRONMENTAL

UNCERTAINTY

Mehmet Serif Simsek
Sel¢uk University

Sevki Ozgener
Metin Kaplan
Seher Ulu
Nevsehir University

ABSTRACT

In global hospitality and tourism industry, hotel businesses endeavour more to develop a competitive
strategic intent than businesses in other sectors. It is believe that strategic intent plays a considerable role in
the formulation and implementation of hotel strategies and in determining performance, but its influence has
tended to be neglected in the hospitality management literature. The purpose of this study is to analyze the
moderating role of perceived environmental uncertainty in determining the effects of strategic intent and
organizational ambidexterity on firm performance for hotel businesses. The results of research indicate that
strategic intent and organizational ambidexterity were significantly correlated with firm performance.
According to the findings of regression analysis, strategic intent had a positive effect on firm performance.
However, organizational ambidexterity had a positive but non-significant effect on firm performance. The
findings of this study show that perceived environmental uncertainty moderated the relation between
strategic intent and firm performance. Practical implications and directions for the future research were
discussed.

Keywords : Perceived environmental uncertainty, Strategic intent, Organizational ambidexterity and
Performance

INTRODUCTION

The key strategic consideration for hotel businesses is to leverage internal competencies and manage
uncertainties in the decision whether or not to collaborate with other hotels in national and international
markets. It is expected that in today’s turbulent environment, hotel businesses which are capable of
developing national and international networking ties to cope with environmental uncertainty, are likely to
attain greater success in service and enjoy better performance. In that, environmental analysis is considered
an important step in the strategic management process for hotel businesses. If hotel businesses wish to build,
sustain or improve their competitive position, they must have the ability to cope with uncertainty in their
environment.

So far, few researches have been done on how hotel business managers perceive today’s dynamic
environment (Harrington and Kendall, 2007). Moreover, little is known about the strategic behavior of hotel
businesses in reaction to environmental uncertainty. Particularly, it is likely that in a competitive and
uncertain environment, strategic intent and organizational ambidexterity contribute more to an increase in
performance than in a less uncertain environment.

In this research therefore it examines the effects of strategic intent and organizational ambidexterity on firm
performance for hotel businesses in a turbulent environment.
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Perceived Environmental Uncertainty

The concept of environmental uncertainty has been widely discussed in strategic management literature
(Milliken, 1987; Brouthers et al. 2002; Freel, 2005). Milliken (1987) defined environmental uncertainty as
‘the perceived inability of an organization’s key manager or managers accurately assess to the external
environment of the organization or the future changes that might occur in that environment’. In other words,
Tsamenyi and Mills (2003: 22) defined environmental uncertainty as ‘unpredictability in the actions of
customers, suppliers, competitors and regulatory groups that comprise the external environment of the
business unit’.

Shortly, environmental uncertainty is explained as ‘the difficulty in making accurate predictions about the
future’ (Sahadev, 2008: 183).

Perceived environmental uncertainty (PEU) occurs when decision-makers perceive the environment of their
organization as unpredictable (Ondersteijn et al. 2006). PEU can be divided into two kinds of uncertainty:
environmental uncertainty and behavioral uncertainty. Environmental uncertainty refers to changes in the
external environment that are exogenous and largely unaffected by the business’ actions. The changes in the
external environment resulted from developments in technology, competition, regulations and other external
factors that shift the conditions in which decisions are made. Behavioral uncertainty refers to the inability of
managers to predict the actions and plans of potential partners or members within the business. Behavioral
uncertainty arises from opportunism and is presented when firms depend on or share decisions with others
(Akhter and Robles, 2006: 106).

PEU is usually conceptualized as a multidimensional construct including environmental volatility,
environmental munificence, competitive intensity, market turbulence, and environmental hostility (Jekanyika
Matanda and Freeman, 2009: 92). PEU results from the inability of individual managers to predict changes in
the environment (resulting from changes in technology, markets, and income volatility), due to lack of
knowledge necessary to distinguish data needed for decision-making. When environmental uncertainty
increases, various types of inter-functional expertise are required, as more diverse skills and knowledge are
required to develop solutions and to remain competitive (Jekanyika Matanda and Freeman, 2009: 91). Thus,
management consultants use strategic intent and strategic ambidexterity as tools to overcome barriers,
manage uncertainty and build competitive advantage in periods of rapid change in global markets.

Perceptions of high levels of environmental uncertainty may lead to a lack of interest in investing for the long
term sustainability of the relationship. This may result in greater levels of opportunism and lack of trust
(Sahadev, 2008: 183). Environmental uncertainty can be managed as long as firms have the requisite
resources. Only those organizations with limited adaptive capacity or resources are negatively affected by
environmental uncertainty.

A few researches have identified that perceived environmental uncertainty may a critical determinant of
strategic ambidexterity and strategic intent. Moreover, most of previous studies have examined its effect on
manufacturing firms. So, in highly uncertain environments where conditions change rapidly, strategic
ambidexterity and strategic intent are needed for business’ success.

Previous studies stated that the uncertainty of the environment could influence firm performance (Parnell et
al. 2000; Bacha, 2010: 30). However, Tsamenyi and Mills (2003) investigated the relationship of perceived
environmental uncertainty and organizational culture on budget participation and managerial performance in
Ghana. The results found limited support for the hypothesis that environmental factors influence firm
performance. Similarly, Choe (2003) argued the effect of environmental uncertainty and strategic
applications of IS on firm performance. An excessively low level of strategic applications were decreased a
firm’ performance in stable environment. However, there are limited numbers of studies on the relations of
perceived environmental uncertainty and firm performance for hotel businesses in Turkey.
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Strategic Intent
Strategic intent as something different from strategic management is an important distinction for describing
the behaviors of firms in an uncertain environment. Strategic management emphasizes mainly the general
processes of decision-making in strategy formation. Strategic intent provides direction to these processes.
This direction of intent specifically regards a given firm’s focus on leveraging resources in its pursuit of
strategic advantage over its competitors (Chambers, 1991: 30).

Strategic intent is a useful concept in accounting for purposes and continuity of goals in an organization
adapting to internal and external developmental pressures. The managerial role of strategic intent is to go
beyond environment-sensitive strategic planning to represent objectives ‘‘for which one cannot plan’
(Mantere and Silince, 2007: 406-407). Managers should develop a long term ‘strategic intent’ and ‘compete
for the future’ by becoming ‘rule breakers’ instead of ‘rule takers’ (Stoelhorst and Van Raaij, 2004: 467).

Strategic intent is defined as the planned direction and destiny to be pursued by the firm (Landrum, 2008:
127). In other words, strategic intent can be defined as ‘‘a [sustained] obsession with winning at all levels of
the organization’’. Strategic intent represents a proactive mode in strategizing, a symbol of the organization’s
will about the future, which energizes all organizational levels for a collective purpose. Strategic intent
reflects the ‘corporate context’ in which bottom-up business ideas are weighed. It directs the accumulation of
necessary competences, giving the intra-organizational evaluation processes a common target, ‘‘something to
‘aim’ for’” (Mantere and Silince, 2007: 407).

Strategic intent is crucial for a firm to achieve goals which one cannot be planned. It is important to separate
that orientation (strategic intent) from strategic planning or strategies (Mantere and Silince, 2007: 408-409).
Strategic intent also includes an active management process to focus the entire organization on the essence of
winning (Rui and Yip, 2008: 216), but it is also stable over time while allowing reinterpretation as new
opportunities emerge. Similarly, it helps to set a target that deserves personal commitment and effort.
Strategic intent allows for a firm to build layers of competitive advantage painstakingly, to accomplish long-
term goals. From strategic intent to core competences, firms have been forced by dynamic and intense
competitive pressures to re-evaluate almost every aspect of their approach to conduct business.

Strategic intent envisions a desired leadership position and establishes the criterion that the organization will
use to chart its progress. Komatsu set out to ‘Encircle Caterpillar’. Canon sought to ‘Beat Xerox’. Honda
strove to become a second Ford—an automotive pioneer. All are expressions of strategic intent (Smith, 1994:
67).

A vision is defined as a set of desired goals and activities. It has connotations of encouraging strong
corporate values in the strategy process and so is similar to strategic intent in its emotional effects (Mantere
and Silince, 2007: 408-409). It also allows the firm's stakeholders to coordinate their activities to maximize
firm value as established by the firm's strategic intent (Beasley et al. 2009: 87). The most striking difference
between visions and strategic intents is the degree of collectivity, as many authors ascribe strategic intent as a
phenomenon diffused at multiple organizational levels, while vision is a more clearly top management
leadership tool, often ascribed to a single visionary leader (Mantere and Silince, 2007: 408-409). Strategic
intent implies a particular point of view about the long-term market or competitive position that a firm hopes
to build over the coming decade or so. Hence it conveys a sense of direction. A strategic intent is
differentiated; it implies a competitively unique point of view about the future. It holds out to employees the
promise of exploring new competitive territory. Hence, it conveys a sense of discovery. Strategic intent has
an emotional edge to it; it is a goal that employees perceive as inherently worthwhile. Hence it implies a
sense of destiny. The three concepts (direction, discovery and destiny) are the attributes of strategic intent
(O'Shannassy, 1999: 17-18).

Unlike an organization’s mission, which relates to the organization’s values, core purpose and current
strategies, strategic intent is about the future outcomes. It is the ‘obsession with winning at all levels of the
organization’, but is greater than solely obsession — it ‘captures the essence of winning’, is ‘stable over time’
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and sets a target that ‘deserves personal effort and commitment’, motivating managers and employees
throughout the organization (Haugstetter and Cahoon, 2010: 31).

A fundamental expectation is that the firm’s strategic intent should drive both architecture and business
performance (Fawcett et al. 1997: 411). To enhance the customers’ prospects for competitive success, firms
cannot expect to select appropriate strategic capabilities that will lead to their own long-term
competitiveness. Thus, strategic intent guides the firm in its efforts to develop and utilize key resources to
achieve desired objectives within uncertain and dynamic environment. However, the researches relevant to
the effects of strategic intent and performance are limited in hotel businesses.

Organizational Ambidexterity

Organizational ambidexterity has emerged as a new research paradigm in strategic management theory, yet
several issues fundamental to this debate remain controversial.

Ambidexterity is usually defined as the ability of individuals to use both of their hands with equal skill;
individuals who are neither “right-handed” nor “left handed.” Moreover, ambidexterity refers to how an
organization “wears the hat” of the job it does today while at the same time “wearing the hat” of the job it
will do tomorrow (Bodwell and Chermack, 2009: 4).

Organizational ambidexterity is a dynamic capability that creates valuable new configurations of exploratory
and exploitative innovation by generating and connecting previously unconnected ideas and knowledge or
recombining previously connected knowledge in new ways (Jansen et al. 2009).

Achieving ambidexterity creates paradoxical situations because the short-term efficiency and the control
focus of exploitative units are at odds with the long-term experimental focus and decentralized architectures
of exploratory units. When differentiating exploratory and exploitative efforts, organizations subsequently
need to establish certain integration mechanisms to coordinate and integrate operational capabilities
developed at spatially dispersed locations. Hence, to resolve these paradoxical situations, the mobilization,
integration, and deployment of operational capabilities at exploratory and exploitative units are a necessary
step in appropriating value and achieving ambidexterity (Jansen et al. 2009: 797-811).

Exploration is about search, discovery, autonomy, innovation, embracing variation (O’Reilly III and
Tushman, 2008: 189), risk taking, flexibility. Instead of creating reliability, these practices are aimed at the
creation of variety. Finding new ways to deal with changing technologies, emerging markets or altered
demand require flexibility of organizational routines (Van Olffen, 2006: 6). Exploratory is activities aimed at
expanding the organization’s competences beyond its current range by the development of new products or
services or by meeting demands of emerging markets or customers. That is, discussion of this strategic
orientation usually focuses on issues such as developing innovative products, discovering new technologies,
and finding untapped markets. These activities require knowledge that deviates from what is already known
(Van Olffen, 2006: 7). The key idea is that by maintaining loose linkages, firms can remain flexible and
adapt to a dynamic environment, as well as seize opportunities or avoid distant threats that lie on the market’s
periphery (Judge and Blocker, 2008: 918).

Exploitation is about efficiency, increasing productivity, control, certainty, variance reduction (O’Reilly III
and Tushman, 2008: 189), execution and implementation. Exploitation enable organizations to focus on their
current competences refine their capabilities and leverage the advantages they have. Through exploitation
organizations become more capable of and more efficient in their existing practices, but they may also
engage in activities oriented at discovering new, deviating practices (Van Olffen, 2006: 6). Through these
activities it is aimed at improving efficiency and refinement of skills and build upon the knowledge and
competences already present in the organization (Van Olffen, 2006: 7).

Organizational ambidexterity is about doing both (O’Reilly III and Tushman, 2008: 189). Combining
exploration and exploitation not only helps organizations to overcome structural inertia that results from
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focusing on exploitation, but also refrains them from accelerating exploration without gaining benefits
(Jansen et al. 2009: 797-811). Successful organizations maintain an appropriate balance between exploration
and exploitation in the face of scarce resources and limited management attention (Venkatraman et al. 2007:
5).

Organizational ambidexterity as a dynamic capability is not itself a source of competitive advantage but
facilitates new resource configurations that can offer a competitive advantage (O’Reilly III and Tushman,
2007: 31). Gibson and Birkinshaw (2004) identified a decentralized structure, a common culture and vision,
supportive leaders and flexible managers, worker training and trust in relationships with management as the
key sources of ambidexterity. Exploring and exploiting at the same time requires that senior management
articulates a vision and strategic intent that justifies the ambidextrous form (O’Reilly IIT and Tushman, 2008:
189-192).

Organizational ambidexterity should be a key driver of business unit performance over the long term. To
support these arguments, some studies have suggested that the combination of exploration and exploitation is
associated with longer survival, higher sales growth, better financial performance, higher profits and revenue,
lower costs in the delivery of products and services, higher customer satisfaction, improved learning and
innovation (He and Wong, 2004; Van Olffen, 2006; Venkatraman et al. 2007; O’Reilly III and Tushman,
2007; Sarkees, 2007; Judge and Blocker, 2008). Further, the performance of existing products was higher in
ambidextrous organizations (O’Reilly III and Tushman, 2007).

Judge and Blocker (2008) investigated the relationship between organizational capacity for change and
strategic ambidexterity. The results showed that a relatively new dynamic capability, organizational capacity
for change, is the primary antecedent of strategic ambidexterity and that this relationship is moderated by
environmental uncertainty and organizational slack.

Firm Performance

Firm performance has become an important component of empirical research in the field of strategic
management. Firm performance, or effectiveness, is a multifaceted phenomenon that is difficult to
comprehend and measure (Snow and Hrebiniak, 1980: 318).

The goal approach seeks a definition based upon explicit goals or goals which can be implied from the
behaviour of organizational members. The systems resource approach provides a framework to assess firm
performance in terms of the key internal and external factors upon which the organization’ survival depend
on. The constituency approach views the organization as existing to benefit numerous 'constituencies', both
internal and external to the organization, with firm performance assessment focused on fulfillment of
constituent needs (Dess and Robinson, Jr., 1984: 273).

Generally, the term ‘‘performance’” brings to the forefront measurements such as costs, profitability, sales
growth, capacity utilization, and market share (Avci et al. 2010: 1-3; Leskiewicz Sandvik and Sandvik, 2003:
359). However, performance should not be treated only as a financial concept. Thus, it is suggested that
particularly in the service sector, non-financial performance should receive serious consideration so that
managers can survey performance in several areas simultaneously to enable efficient strategic decision-
making. In addition, some management experts recommend the use of non- financial performance measures
based on the fact that hotel businesses are labor intensive and customer-oriented in uncertain environment
(Avci et al. 2010: 1-3).

Strategic intent and organizational ambidexterity can lead to superior resources and capabilities becoming
positional advantages, which in turn leads to better organizational performance. But little empirical research
actually demonstrated the correlation between strategic orientation and firm performance in hotel businesses.
Choe (2003) argued the effect of environmental uncertainty and strategic applications of IS on firm
performance. He showed that an excessively low level of strategic applications decreased firm performance
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in stable environment. Similarly, Venkatraman et al. (2007) undertook the impact of strategic ambidexterity
on sales growth. They found that sequential ambidexterity significantly predicted sales growth as main effect,
as well as jointly with a set of contingency effects. On the other hand, Avci et al. (2010) discussed the
relationship between strategic orientation and performance for tourism firms. The results showed that there
was a difference in both financial and non-financial performance based on the strategic orientations followed
by tourism firms. Generally, prospectors were found to outperform defenders, whereas analyzers showed a
comparable performance to prospectors. But in hotel businesses, the studies associated with strategic intent
and firm performance are rather few in number.

Therefore, the research objective of this study is to analyze the moderating role of perceived environmental
uncertainty in determining the effects of strategic intent and organizational ambidexterity on firm
performance for hotel businesses.

In the light of these findings, the hypotheses have been developed as follows:

H1: Strategic intent is positively related to firm performance.

H2: Organizational ambidexterity is positively related to firm performance.

H3: Perceived environmental uncertainty is negatively related to firm performance.

H4: Perceived environmental uncertainty will moderate the relationship between strategic intent and firm
performance.

HS: Perceived environmental uncertainty will moderate the relationship between organizational
ambidexterity and firm performance

-Figure 1 about here-

METHODOLOGY

To test the hypotheses developed in the study, data was collected from hotel managers in the province of
Nevsehir in Turkey. That is, the sampling consists of managers in hotel businesses licensed by the Tourism
Ministry in the Cappadocia Region, Turkey. Questionnaires were distributed to hotel businesses by the
interviewers. The questionnaires were sent to all 208 subjects in the sample. 76 questionnaires were returned
resulting in a satisfactory response rate of 36.5%.

Firm performance was designated as the dependent variable in this study while strategic intent and
organizational ambidexterity were considered as the independent variables. Besides, perceived environmental
uncertainty was used as a moderator variable in the relationships between dependent and independent
variables.

Environmental uncertainty has been considered as an important variable in the strategic management
literature. Environmental uncertainty was measured using the scale adopted by Jekanyika Matanda and
Freeman (2009). The scale includes a set of 14 statements that describe together the various dimensions of
environmental uncertainty (1= strongly disagree, 2= disagree, 3= neither agree nor disagree, 4= agree, 5=
strongly agree). This scale is reliable (0.92). Notably, the coefficient alpha is larger than 0.70, the threshold
generally proposed in the literature (Hair et al., 2006) for the constructs.

Strategic intent was measured with six-item Likert-like scale ranging from 1 “not at all flexible” to 5 “very
flexible”, taken from the works of Hamel and Prahalad (1989), Lado (1992), and Wonglimpiyarat (2005).
The instrument had reliability (Cronbach’s alpha) of 0.96.

Many studies were used to design a scale of organizational ambidexterity (Gibson and Birkinshaw, 2004; He
and Wong, 2004; Jansen et al. 2006). It consisted of 12 items, scored on a 5-point Likert scale with an
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agree/disagree continuum (1= strongly disagree, 2= disagree, 3= neither agree nor disagree, 4= agree, 5=
strongly agree). It was used a two-step approach to measure organizational ambidexterity. First,
organizational ambidexterity was classified in terms of the dimensions of exploration and exploitation.
Second, the multiplicative interaction between exploration and exploitation as a measure of ambidexterity
was computed by considering the studies of Nemanich and Vera (2009). The 12-items organizational
ambidexterity instrument had reliability (Cronbach’s alpha) of 0.88.

As to firm performance, four items the financial performance scale and four items non-financial performance
scale adopted from Avci et al. (2010) were used. All performance items assessed the average level of firm
performances within the preceding three years, using five-point scales anchored at much worse than
competition (=1) and much better than competition (=5). Then, the scale reliability was evaluated by
calculating Cronbach’s alpha. The coefficient was 0.79 for firm performance.

THE RESULTS
The sample consisted of 76 respondents including 12 CEO, 34 department manager, and 30 division
manager. 59.2 percent of the respondents were married and 40.8 percent were single. The male/female ratio
of the sample was 63.2% and 36.8%, respectively, and the age ranged from 26 to 40. The executives had a
mean age of 35.25 years (standard deviation = 6,65) and a mean hotel tenure of 12.48 years (s.d. = 7,26).
61.8% of those responding had more than 10 years of job experience.

In terms of education levels, 7.9% of participants had graduated from primary school, 30.3% from secondary
school and 21.1% from high school. 32.9 % of the participants had a bachelor’s degree and 7.9% had a
master’s degree or higher. Moreover, the executives were employing in a wide range of departments covering
front-offices (30.3 percent), storey services (17.1 percent), food and beverage (15.8 percent), accounting
(14.5 percent), sales & marketing (17.1 percent) and technical (4.0 percent) in these hotels.

The hotels which responded to the survey included personal hotels (75.0%), hired hotels (3.9%) and franchise
hotels (21.1%). The hotels were categorized into three groups, five-star (21.1%), four-star (44.4%) and
private hotels licensed by the Tourism Ministry (34%). 65.8% of these hotels had 100 and more room
capacity. Respondents included owners (42.1%) and professional managers (57.9%).

Means, standard deviations, correlations and reliabilities of the variables in the study are presented in Table
1. Pearson correlation analysis of the variables extracted and the results indicate that strategic intent (1=0,551,
p< 0.01) and organizational ambidexterity (r=0,370, p< 0.01) were significantly correlated with firm
performance. This provides support for hypotheses H1 and H2. However, perceived environmental
uncertainty was found to be negatively and significantly correlated with firm performance (r= 0,490, p<
0.01). H3 was supported by the results.

-Table 1 about here-

This study proposed a research framework to test the relationships among the constructs based on perceived
environmental uncertainty. Moderated regression analysis was used to determine whether or not perceived
environmental uncertainty had a moderator effect on the relationships between strategic intent, organizational
ambidexterity and performance. This procedure involved the comparison of three regression models.

Table 2 presents the results of the regression analyses for this study. To examine multicollinearity, we
calculated variance inflation factors (VIFs) for each of the regression equations. The maximum VIF within
the models was 1.54, which is well below the rule-of-thumb cutoff of 10 (Simsek et al. 2009). The lowest
tolerance value was 0.648, which is far from the common cut-off threshold value of 0.10 (Hair et al. 2006).

-Table 2 about here-
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To assess the effect of strategic intent and organizational ambidexterity on performance, a three-step
procedure was followed. The baseline model (Model 1) contains the control variables. Model 2 includes the
main effect of strategic intent and organizational ambidexterity on firm performance for hotel businesses.
Model 3 adds perceived environmental uncertainty as a moderator.

In Model 1, control variables were entered in the analysis. The results in Table 2 suggest that the overall
model was insignificant (R2=O.O39; Fu7y = 0,715; p>0.01). That means that only 3.9% of the variance in
firm performance was explained by the control variables.

In Model 2, strategic intent, organizational ambidexterity and perceived environmental uncertainty were
entered in the analysis. Model 2 was statistically significant for firm performance (R*=0.417; F7.68) = 6,959;
p<0.01). As shown in Model 2, the regression coefficients representing the main effects of strategic intent on
firm performance are positive and significant (3= 0.320; p< 0.01). That is, strategic intent had a positive
effect on firm performance. However, perceived environmental uncertainty was negatively related to firm
performance (f=-0.162; p< 0.05). Moreover, organizational ambidexterity had a positive but non-significant
effect on firm performance (= 0.025; p> 0.01). Finally, in model 2, strategic intent, organizational
ambidexterity and perceived environmental uncertainty explained additional 37.9 percent of the variance in
firm performance.

In Model 3, the interaction effects of independent variables and moderator on firm performance were
analyzed. The results showed that Model 3 was significant (R*=0.455; F9.66=6,112; p<0.01). As shown in
Model 3, the interaction of strategic intent and perceived environmental uncertainty was negative and
significant on firm performance (f= -171; p< 0.01), providing support for H4. Perceived environmental
uncertainty moderated the relation between strategic intent and firm performance. However, the relationship
between organizational ambidexterity and performance became insignificant when moderating variable was
added (= -0.003; p > 0.01). Thus, H5 was not supported. Shortly, perceived environmental uncertainty did
not moderate the relationship between organizational ambidexterity and firm performance. The interaction
term explained additional 3.7 percent of the variance in firm performance.

CONCLUSION

Through the findings of this study, we contribute to a greater clarity and better understanding of how hotel
businesses may effectively pursue exploration and exploitation simultaneously to achieve ambidexterity.
Particularly, development of strategic intent scale in the study provides possibly a quite influential finding for
the strategic management discipline and a foundation for the future researches.

The originality of this study lies in the fact that it provides an actionable focus on strategic intent and
organizational ambidexterity for the hotels managers in their pursuit of a competitive advantage. We
conclude that the long-term success of hotel businesses in competitive markets is essentially determined by
its strategic intent and organizational ambidexterity. However, it is important to recognize that perceived
environmental uncertainty is a predictor of firm performance. Therefore hotel businesses must constantly
strive to develop and maintain their core competences in uncertain environments.

The results indicated that strategic intent and organizational ambidexterity were significantly correlated with
firm performance. However, perceived environmental uncertainty was found to be negatively and
significantly correlated with firm performance. These results are consistent with many studies (He and Wong,
2004; Van Olffen, 2006; Venkatraman et al. 2007; O’Reilly III and Tushman, 2007; Sarkees, 2007; Avci et
al. 2010).

According to the results of regression analysis, strategic intent had a positive effect on firm performance.
However, organizational ambidexterity had a positive but non-significant effect on firm performance. In this
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study, the differences we found are surprising. In contrast to the studies of Tsamenyi and Mills (2003) and
Choe (2003), the findings of this study show that perceived environmental uncertainty moderated the relation
between strategic intent and firm performance. Shortly, perceived environmental uncertainty is a relevant
moderator in the context of the proposed model. Consequently, hotel managers should be used strategic
intent and organizational ambidexterity as a tool to manage uncertainty and build competitive advantage in
crisis periods. But when organizations effectively do not perceive environmental uncertainty, it is observed
that strategic intent and organizational ambidexterity had a limited effect on firm performance. Namely,
environmental uncertainty can be managed as long as hotel businesses have the requisite resources. Only
hotel businesses with limited adaptive capacity or resources are negatively affected by environmental
uncertainty. Furthermore, hotel businesses were not maintained an appropriate balance between exploration
and exploitation in the face of scarce resources and limited management attention for this sampling. Thus,
organizational ambidexterity did not a positive effect on firm performance.

As with any research, some limitations should be taken into consideration in generalizing the results of this
study. First, although the sampling method used in this study was adequately suited to its purpose, the
generalizability could be enhanced if future research systematically sampled from more diverse industries.
Because, this study has been conducted in hotel businesses in a single-city setting (Nevsehir). Second, we
developed on a new scale to assess strategic intent. The reliability of the scale used at the research has not
been proven in many different settings/countries. As with any new measure; further tests in additional
samples would help to establish our confidence in it.

The scope of this study includes the effects of strategic intent and organizational ambidexterity on
performance for hotel businesses. Future research is needed to determine whether transformational leadership
and strategic intent influence ambidexterity positively or negatively. Also, it is available to investigate the
effect of the strategic posture and organizational ambidexterity on employee satisfaction in different
industries.
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Figure 1: Research Model

Table 1: Descriptive statistics and intercorrelations among study variables

Variables Mean Std. |1 2 3 4 5 6
Devi
ation
1.0rganizati 16,30
onal
Ambidexter 452 (0.88)
ity
2.Exploratio 3,93
n 0,75 1904(**) (0.89)
3.Exploitati 4,09
on 0,56 [ 790(**) ,473(**) (0.82)
4.Strategic
Intent 3,74 0,92 [241(*) ,230(*) ,220 (0.96)
5. PEU
3,06 0,89 F,325(**) -,327(**) -,217 =214 (0.92)
6.Firm
Performanc 3,66 0,65 [370(**) ,392(**) ,218 S51(%*%) -,375(%%) (0.79)
e

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 2: The Results of Regression Analyses: The Effects of Strategic Intent and
Organizational Ambidexterity on Firm Performance

Independent variables entered B S.E. t-value R’ R’
Change

Model 1 F(4-71)=0,715 0.039

Gender ,028 ,182 ,153

Marital status ,050 ,190 ,265

Education ,091 ,068 1,335

Job experience -,066 ,108 -,610

Model 2 F(7-68)= 6,959 0.417 0.379

Organizational ambidexterity ,025 ,015 1,652

Strategic intent ,320 ,069 4,624%**

PEU -,162 ,073 -2,231*

Model 3 F(9-66)= 6,112 0.455 0.037

Organizational ambidexterity* PEU ,003 ,013 ,253

Strategic Intent * PEU - 171 ,081 -2,106*

Notes: B indicates unstandardized regression coefficient. *p< 0.05; **p< 0.01

Dependent variable: Firm Performance
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DEVELOPING STRATEGIC FORESIGHT FOR
STRATEGIC TRANSFORMATION

Gary J. Stockport
University of Western Australia, Australia

ABSTRACT

The recent Global Financial Crisis (GFC) including the general global recession has focused attention upon
the importance of developing strategic foresight for strategic transformation. This paper develops elements
of a conceptual framework with practical implications to help organisations to become better at strategic
transformation. Consequently, there is a direct link from this paper to the Conference Theme, ‘Searching for
strategies out of the global recession’. Data was gathered by collecting in-depth secondary data about two
organisations, Amazon.com (Amazon) and GE. These examples provide contrasting case histories about
when and how to strategically transform. This paper argues that what senior managers can do is to use both
theory and practice to help them build their judgment, foresight and wisdom. Any decision to strategic
transform an organisation must be based upon past data, assumptions about the present and future combined
(and intertwined) with the continual building up of judgment, foresight and wisdom. Key elements of the
conceptual framework include; strategic thinking; strategic scenarios, customer centricity, strategic
resources, and bold leadership.

Keywords: strategic foresight, strategic transformation, sigmoid cure, market signals, strategic leadership,
Amazon, General Electric

INTRODUCTION

Should organisations have foreseen the Global Financial Crisis (GFC)? Could they have been more
proactive in developing strategies to better deal with its consequences? Why is it that organisations are better
in hindsight? How can they better develop foresight? These questions are rhetorical in nature but they
emphasise the importance of organisations being able to better adapt to their changing strategic context.
Volberta and Rutges (1999) argued that most of the strategic management literature was rooted in stability
rather than change. Consequently, an important question for organisations to consider was how they can
manage for today whilst at the same time prepare for the future (Liebl and Schwarz in press). Vanderwerve
(1995;79) concludes “At some time or another all corporations must go through transformation” and
Stockport (articles in press) outlines the strategic transformation of Google and Semco. Pearce and Robbins
(2008) added that strategic transformation could even be the essential last step in the process of business
turnaround.

LITERATURE REVIEW

Handy (1994) argued that the sigmoid (S-shaped) curve was a useful conceptual model for identifying when
the most appropriate time might be for an organisation (and even a person) to strategically transform itself.
Handy (1994;24) noted “No matter how wise and benevolent they may be, the leaders of the first curve must
be wary about their own futures when their cure begins to die. Only if they can move onto the second curve
will they have a continuing life in the organisation. If they cannot join that second curve they should leave,
but it requires great foresight...” Andy Groves from Intel (quoted in Vandermerve 1999;79) concludes
“There is at least one moment in the history of any company when you have to change dramatically to reach
the next level of performance. Miss the moment and you start to decline.”

Stockport (2000) discussing the examples of Marks and Spencers and Intel (using the S-shaped curve) noted
that organisations tended to be either reactive or proactive to the need for strategic transformation. He
concluded that identifying what might be the right time for strategic transformation required considerable
judgement and foresight and he developed a Strategic Transformation Framework to help senior managers in
this regard.
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Koch and Niewenhuizen (2006) argued that there are internal market signals and external market signals
which should be pointing to the need for a new strategy. However, they pointed out that an organisation is
typically ‘confused’ about how to interpret these market signals. When discussing internal market signals
they noted that an organisation’s “Profitability is slipping — and no-one knows precisely why or how to
restore it” (2006;147). On the other hand, with external market signals “Shifts are evident in the
marketplace, but there’s no consensus on how important they are or how the business should react to them”
(2006;148).

Nevertheless, Tabrizi (2007), noted that organisations could foresee the need for strategic transformation and
Jackson (2008) pointed out that predicting changes in industry structure was essentially a very creative
process. Sull (2003;72-73) presented a number of questions within scenarios to help organisations determine
whether there was a need to strategically transform. These included:
* Are your current customers demanding change?
* Have your most finicky customers already migrated to new rivals or incumbents who altered their
success formula?
* Can you spin a scenario in which the change bankrupts your company?
* Can you picture an alternative scenario in which the change proves irrelevant?
*  Of the two scenarios, which disturbs managers more?
*  What do the investors or creditors think?
*  Has market value shifted toward entrants with a different model?
*  Are investors comparing your company unfavourably to such entrants or to traditional adversaries
who have already transformed their success formula?

Similarly, Vandermerve (1995;84) put forward a number of activities and exercises which were designed to
create ‘strategic discomfort’ about continuing with the status quo. These were:

¢ Surveys to highlight / substantiate problems

* Different/ creative analyses of data

* Reconfiguring / anticipating new customer segments, trends and demands

* New ways of defining / viewing / mapping competition

* Interpretations of potential competitive moves

*  Comparisons of past results and future capabilities

Sull (2009) argues that organisations can compete through organizational agility which he defines as the
capacity of an organisation to identify and capture strategic opportunities more quickly than its competitors
do. Roberts and Stockport (2009) pointed out that strategically flexible organisations were both able to
respond to market signals in both a proactive and a reactive way. Lee, Beamish, Lee and Park (2009) add
that an organisation’s competences can help it in this process by enabling an organisation to quickly switch
its competences from one strategic context to another.

METHODOLOGY

Data was gathered for this paper by collecting in-depth secondary data about 2 organisations, Amazon.com
(Amazon) and GE. Amazon, under Jeff Bezos, has had a much shorter history but is still seen as an
organisation who has continually transformed itself (Stockport and Street, 2002; Stockport, 2005; Stockport,
2008; Stockport, 2010). GE, on the other hand, is commonly regarded as being effective at managing
strategic transformation over a long period of time under different CEOs and contrasting styles of strategic
leadership (Bartlett 2006; Bartlett and Wozny, 1999 revised 2005; Nohria, Mayo and Benson, 2007; Ocasio
and Joseph, 2008; Thornhill and Mark 2008). Both organisations provide interesting and contrasting
examples about strategic transformation.

FINDINGS

Amazon

Amazon — essentially shows an organisation which has continually strategically transformed itself through
the roll-out of its global strategy and the development of its resources and strategic capabilities. Amazon has
achieved global dominance through the development and use of technology to offer an increasing array of
products and services and continually enhancing customer experience.

The vision behind Amazon had progressively changed since it began in 1995 by CEO Jeff Bezos. What
began as the goal to become the world’s biggest and best online bookstore developed into a store where

288



customers could buy ‘anything with a capital A’. It also wanted to become the world’s most ‘customer-
centric’ company. Bezos added: “Our goal is to be Earth’s most customer-centric company. I will leave it to
others to say if we’ve achieved that. But why? The answer is three things. The first is that customer-centric
means figuring out what your customers want by asking them, then figuring out how to give it to them, and
then giving it to them. That’s the traditional meaning of customer-centric, and we’re focused on it. The
second is innovating on behalf of customers, figuring out what they don’t know they want and giving it to
them. The third meaning, unique to the internet, is the idea of personalisation: redecorating the store for each
and every individual customer. If we have 10.7 million customers... then we should have 10.7 million
stores.”

The core of what defined Amazon as reflected in the 1997 Letter to Shareholders, had remained over the
years. This letter contained a series of core commitments such as their emphasis on longer term market
leadership. Extracts from it are reproduced in the Appendix.

From originally serving just website retail customers, Amazon in 2009 served 3 distinct groups of customers:
- Consumer customers: through their retail websites, Amazon provided a wide range of merchandise, low
prices, and convenience to their consumers;

- Seller customers: sellers that sold their products either on Amazon’s websites or on their own brand
websites and fulfilled their orders using Amazon’s fulfilment facilities;

- Developer customers: customers that used Amazon Web services which provided access to Amazon’s
technology infrastructure that enabled them to create virtually any type of business.

Central to Amazon’s strategy and business model was growth. Figure 1 shows Amazon’s approach of
achieving growth through being ‘customer-centric’ and continually improving the customer experience by
offering lower prices and wider selection. This in turn fed back to the increasing use of Amazon’s websites
(traffic) by customers and sellers, which again fed back to growing resources for innovation for improved
customer experience, and so the ‘virtuous’ cycle continued. Amazon’s brand mantra was to relentlessly serve
the customer by shaping the customer experience.

Figure 1: Amazon’s Strategy (originally drawn by Jeff Bezos in 2005)

Lower Cost Lower
Structure Prices

Selection &

Convenience \

Customer
Sellers Growth Experience

Traffic

Amazon had built a 3 pillar strategy to guide and reach Bezos’ vision. These pillars were selection, price and
convenience, with its foundation on innovation.

- Selection: Amazon offered the widest selection of products, from its vast selection of retail products
to Amazon’s software and Cloud Computing offerings;

- Price: Amazon was committed to price leadership and to consistently and continuously offer this
with no sacrifice to quality. For example, Amazon offered free shipping offers to customers along
with their guarantee of on-time delivery;
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- Convenience: Amazon continually strived to ‘please’ their customers. For example, Amazon
dedicated much resources to understanding what their customers wanted by offering customer
review and feedback forms on all of their products.

These 3 pillars were supported by Amazon’s continual commitment to innovation and investing in the future.
Bezos concluded: “There’s more to innovation ahead of us than innovation behind us.” Underpinning
innovation was the emphasis upon technology. Despite the progressive change in their vision, Bezos’ typical
response about the main difference between conventional retail and his business was “The three most
important things in retail are location, location, location. The three most important things for our consumer
business are technology, technology, technology. That's what takes the place of real estate in our business.”

Amazon believed the continual investment in technological innovation helped Amazon to achieve two
complimentary goals. Firstly, it improved efficiency, ultimately lowering operating costs and enabling them
to offer lower prices to customers. Secondly, their heavy investment in research and development enabled
them to find new ways to improve customer experience. With its advanced technology, Amazon had no need
to segment customers based upon the more traditional marketing methods such as demographic or human
behaviour. Customer search patterns and purchasing behaviour were tracked almost instantaneously as soon
as a customer accessed their website. Furthermore, Amazon’s website made intelligent recommendations of
what other customers purchased after a new customer found a product they were interested in. In many
ways, Amazon had built the ultimate virtual salesperson right at the customer’s fingertips, by leveraging off
information from millions of customer transactions and online window-shoppers. This competency was very
powerful and other organisations had failed to produce similar market data on such a large scale. Amazon’s
continual emphasis upon technology led to a number of major outcomes between 2007 to early 2009
including Kindle, improving Amazon Web Services, offering digital contents and enhancing accessibility:

Kindle - Amazon developed and marketed an innovative wireless electronic reading device called Amazon
Kindle under the Amazon brand.

Amazon Web Services - The most disruptive technological innovations released by Amazon between 2007 —
early 2009 were through Amazon Web Services (AWS). AWS products were examples of Cloud
Computing, a model whereby IT vendors host hardware and software in their own data centres and make
them accessible via the internet. The trend in Cloud Computing has been compared to the development of
the electricity network more than a century ago, whereby companies stopped having to produce their own
power and instead plugged into a national electric grid. In the same way, individuals and organisations can
now connect to a ‘cloud’ of computing resources to fuel their information and processing needs on the
internet. The benefit of this approach was that companies with access to huge economies of scale can sell
their hardware or software processing power to users on a ‘pay as you use’ basis at a far cheaper cost than a
user could individually. If the internet community could facilitate this disruptive technology, personal
computers as we know them today may become obsolete and products such as Kindle or ‘dumb terminals’
could take their place.

Digital Contents - Another significant expansion for Amazon between 2007 to early 2009 was in its digital
contents offerings. During 2007, Amazon launched a MP3 Music Store, a digital music downloads store.

Amazon’s emphasis on technology and innovation enabled it to quickly roll-out its activities across the
world. During 2007, it launched a number of new sites that served customers with specific needs. In early
2007, Amazon launched Endless.com which focused on shoe and handbag items. Amazon continuously
expanded globally via its international network. After the initial success of Amazon Jewellery, Amazon
launched its Jewellery & Watches Store in the UK, Germany, France and Japan. During 2008, Amazon
launched its Office Supplies Store, a single shopping destination that offered competitive prices on products
for the classroom, home office, small office, corporate office ‘and everything in-between’. This new store
included a selection of more than 500,000 products from thousands of manufacturers. Amazon also
diversified into auto parts, launching its Motorcycle Store as a single shopping destination for motorcycle and
parts, accessories and protective gear. The store showcased a selection of more than 300,000 products from
over 500 manufacturers, including top brands like Alpine Stars, Fox Racing, Harley Davidson, Suzuki and
Tour Master.

Over the 2007 to early 2009 period, strategically aligned acquisitions and alliances remained a key way for
Amazon to pursue technology development, applications and extend products or services. These alliances
benefited Amazon’s partners through, for example, access to capital, management expertise and Amazon’s
huge customer database. For example, in June 2008, the company acquired Fabric.com, a leading online
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store that offered custom measured and cut fabrics, as well as patterns, sewing tools and accessories. This
acquisition enabled Fabric.com to further expand its selection of fabrics and accessories while enabling
Amazon.com to offer its customers a wider variety of products in the sewing, craft and hobby segment. In
October 2008, Amazon acquired Reflexive Entertainment, a PC casual game distributor and developer.
Amazon.com also completed its acquisition of AbeBooks, an online marketplace for books, with over 110
million primarily used, rare and out-of-print books listed for sale by thousands of independent booksellers
from around the world.

General Electric (GE)

GE - essentially shows an organisation that has been effective at managing strategic transformation over a
much long period of time (compared with Amazon) under different CEOs and contrasting styles of strategic
leadership.

A most interesting period in the history of GE was at the time of change in leadership from Reg Jones from
Jack Welch. Under Reg Jones GE was seen as a Strategic Planning organisation whether at the level of the
43 Strategic Business Units (SBUs) or the 6 Sectors. Ocasio and Joseph (2008;262) pointed out that ‘What
was fundamentally different under Welch was the focus on corporate initiatives rather than SBU or Sector
plans as a centre of strategic planning attention.’

Shortly after Welch took over, he tried to quickly build a Strategic (stretching) Thinking organisation
through, for example, setting a new Vision for each of the business units i.e. to either be #1 or #2 within their
competitive space or fix, close or sell. Welch conceptualised GE through drawing a 3 circle concept to
represent GE comprising core, high technology and services business units. Welch also realised “You can’t
set an overall theme or a single strategy for a corporation as broad as GE.” He moved his Business Heads to
real-time strategy and each had to compile their 5 page strategy playbooks which comprised their:

¢ Current market dynamics

* Rival’s key recent activities

* GE’s business’s response to these activities

* The greatest competitive threat that faced them over the next 3 years

* GE’s business’s planned response

Jack Welch used a number of corporate initiatives such as Work Out and Best Practices to help GE staff to
brainstorm possible solutions for the strategic issues and challenges facing their business units.
Furthermore, under Welch, GE’s leaders were developed and rated not only on their performance against
quantifiable targets but also on the extent to which they ‘lived’ the GE values. Welch concluded ‘In our
view, leaders, whether on the shop floor or at the top of our business, can be characterised in at least four
ways. The first is one who delivers on commitments — financial or otherwise — and shares the values of our
company. His or her future is an easy call. Onward and upward. The second type of leader is one who does
not meet commitments and does not share our values. Not a pleasant call, but equally easy. The third is one
who misses commitments but shares the values. He or she usually get a second chance, preferably in a
different environment. Then there’s the fourth type — the most difficult for many to deal with. That leader
delivers on commitments, makes all the numbers, but doesn’t share the values we must have.”

Under Welch, GE’s profits from services increased from 16.4% in 1980 to nearly 60% in 1995.
Furthermore, between 1991-1995, operating margin improved from 8.92% to 14.4%. The importance of GE
developing a Strategic Thinking organisation can be seen from 9/11 happening just 4 days after Jeff Immelt
had taken over the reigns from Welch.

DEVELOPING A CONCEPTUAL FRAMEWORK

There is never one right answer or solution in strategy. In reality, it is extremely difficult (if not impossible)
to determine when is the most appropriate time to strategically transform. Indeed, the Amazon and GE
examples provide contrasting examples as the organisations operate in very different strategic contexts.
Therefore, any conceptual framework designed to help organisations must consist of a number of generic
elements. The usefulness and relevance of each of these elements must be assessed by organisations on a
case-by-case basis. This paper argues that the most important elements include:

¢ Strategic Thinking — this involves continually spending time thinking creatively about the present
and the future. Continually question your assumptions about your existing and future market space

as well as your competitive positioning within it. Vandermerve (1995;84-85) concludes ‘The object
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is to challenge people to think about how they think, the assumptions they consequently make, and
the impact their behaviour and actions have / will have on the firm’s ability to sustain its
competitiveness.”

¢ Strategic Scenarios - use strategic thinking to help develop worst case and best scenarios for your
business. In reality, how many organisations had developed scenarios for the GFC happening?
Perhaps, even more importantly, for thinking through strategies within the GFC.

¢ Customer centricity — the Amazon example shows that continual strategic transformation is based
upon enhancing customer experience through continual innovation. How are you continually
enhancing your customer’s experience? Does your business model have your customers in its
centre?

* Strategic Resources — clearly, Amazon has leveraged off its resources and strategic capabilities to
roll-out its products and services across the world. Technology has enabled Amazon to be more
strategically flexible. What are your strategic resources and how are you building them? Are they
helping to roll-out your products and / or services?

* Bold Leadership — both Jeff Bezos and Jack Welch were bold and decisive leaders. Welch used a
stretch Vision to ‘push’ GE to strategically transform. What is your vision? How bold are you?

CONCLUSION

Strategy is an art rather than a science. There is never one right answer or solution when choosing a strategy.
In reality, it is extremely difficult (if not impossible) to determine when is the most appropriate time for an
organisation to strategically transform. It seems that both Amazon and GE were continually strategically
transforming themselves over different strategic contexts. What senior managers within any organisation can
do though is to use both theory and practice to help them build their judgment, foresight and wisdom. Any
decision to strategic transform an organisation must be based upon past data, assumptions about the present
and future combined (and intertwined) with the continual building up of judgment, foresight and wisdom.
However, the strategic risk around trying to identify the right (or any) time to strategically transform might
be mitigated through an organisation developing a customer centric business model based upon continual
innovation. Having a business model which is embedded with strategic resources and capabilities may also
help an organisation to be strategically flexible in both a proactive and a reactive way. It is true, as the
Amazon example shows, that an organisation should create in a proactive way its own future. However, it
should also be reactive to unforseen events such as the GFL. Having both will help an organisation search
for strategies through any global recession (or, for that matter, any strategic context).

APPENDIX

EXTRACT OF 1997 AMAZON LETTER TO SHAREHOLDERS REPRINTED IN THE
2002 AND SUBSEQUENT ANNUAL REPORTS

1997 LETTER TO SHAREHOLDERS
From the 6™ Paragraph:
Because of our emphasis on the long term, we may make decisions and weigh tradeoffs differently than some
companies. Accordingly, we want to share with you our fundamental management and decision-making
approach so that you, our shareholders, may confirm that it is consistent with your investment philosophy:

* We will continue to focus relentlessly on our customers

* We will continue to make investment decisions in light of long-term market leadership

* We will continue to measure our programs and the effectiveness of our investments analytically, to
jettison those that do no provide acceptable returns, and to step up our investment in those that work best.
We will continue to learn from both our successes and our failures.

* We will make bold rather than timid investment decisions where we see a sufficient probability of gaining
market leadership advantages. Some of these investments will pay off, others will not, and we will have
learned another valuable lesson in either case.

* When forced to choose between optimising the appearance of our GAAP accounting and maximising the
present value of future cash flows, we’ll take the cash flows.
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ORGANIZATIONAL CHANGE FOR THE

ENVIRONMENTALLY SUSTAINABLE
AIRPORT MANAGEMENT

Vildan DURMAZ
Anadolu University, Turkey

ABSTRACT

Air transportation industry is a globally growing industry. As an inseparable part of this industry, airport
management is also becoming more crucial issue to be dealt with. Airports offer economic and social
benefits to the society, but also environmental impacts of airport operations are increasing due to high traffic
growth. While airport capacity is increasing, airport operators are being responsible for mitigating
environmental constraints. Today to implement airport environmental management system is seen as a
critical way of solution. To ensure effective implementation of this system, an organizational change with
definite roles, responsibilities and structure are needed. This study illustrates a way of organizational
response to market forces and national regulations guiding the achievement of sustainable airports by
determining the structure and the roles in an airport organization.

Key Words: Airport management, sustainability, organizational change

INTRODUCTION

Today’s business environment produces change in the workplace more suddenly and frequently than ever
before. The ability to adopt the changing environment is a key for organizational survival (FNL, 2009).
Explaining how and why organizations change has been a central and persistent theme among scholars in
public administration, sociology, psychology, and other social science disciplines. Many researchers have
examined the organizational change theories; organizational and environmental factors; capacity of
organizations to readily and successfully change (Kasten, 2006). Competitive pressures caused by
globalization, deregulation, and discontinues technological changes seem to have forces many organizations
into considering radical change as a way of surviving and growing (Huy, 2002). Although much research has
been done on organizational change, little has been done on changing organization to reach environmentally
sustainable airport management.

ORGANIZATIONAL CHANGE

Every organization needs to change to survive in a developing and competitive environment.

In the past, managers aimed for success in a relatively stable and predictable world. However, in the hyper
turbulent environment of the 21st century, managers are confronting an accelerating rate of change. They
face constant innovation in computing and information technology and a chaotic world of changing markets
and consumer lifestyles. Today's learning organization must be able to transform and renew to meet these
changing forces (Oswick et.al., 2005)

Organizational change can simply be defined as new ways of organizing and working (Dawson, 2002). The
concept of organizational change is in regard to organization-wide change might include a change in
mission, restructuring operations (e.g., restructuring to self-managed teams, layoffs, etc.), new technologies,
mergers, major collaborations, "rightsizing", new programs such as Environmental Management System,
Total Quality Management, re-engineering, etc. (McNamara, 2009).

As a growing area of study, organizational change consists of elements both within and outside an
organization. Some of the main external factors are; government laws and regulations (world agreements and

295



national policies on pollution and the environment), globalization of markets and the internationalization of
business (the need to accommodate new competitive pressures both in the home and overseas), major
political and social events (for example, September 11), advances in technology (new generation aircraft),
organizational growth and expansion (increasing air travel demand causes the need for increasing capacity
and expansions). Four internal triggers to change that are generally identified as; technology
(computerization of management accounting, scheduling, and information systems), primary task (for
example, in shifting away from the main service of a company into a new major field of core business),
people (development of new human resource management or training programmes), and administrative
structure (restructuring authority relationship and responsibilities) (Dawson, 2002).

Change management becomes increasingly important for organizations in an environment where competition
and globalization of markets are ever intensifying. It could be argued that many organizations face a problem
situation in which they either “change or die” (Cao & McHugh, 2005). Changing could have two meanings;
first the changes to be managed lie within and are controlled by the organization. The second, is the response
to changes over which the organization exercises little or no control (e.g., legislation, social and political
upheaval, the actions of competitors, shifting economic tides and currents, and so on) (Nickols, 2007).

During the last decade, researchers concerned with organizations and the natural environment have
investigated why firms respond to ecological issues. Several studies have identified motives for corporate
greening such as regulatory compliance, competitive advantage, stake pressures, ethical concerns, critical
events and top management initiative (Bansal & Roth, 2000).

SUSTAINABLE AIRPORT MANAGEMENT

Growing travel demands have resulted in many airports reaching capacity, leading them to initiate expansion
plans. It is, however, becoming increasingly difficult to secure planning approval for new infrastructure
airports because of the many conflicts with the requirements of environmental regulators and concerns of
local residents. Growth in airports means more pollution and energy consumption, leading to greater
operating costs and new emerging capacity threats. Hence, it is necessary to look for new measures to reduce
the environmental impacts and improve energy efficiency for future developments (Avail Corporation, 2008).

Congestions, attributed to airport capacity constraints, result in extra energy consumption and generate
unnecessary increases in aircraft emissions. Expansion is often fraught with additional costs such as
relocation compensation, environmental degradation and land limitations etc. Hence, apart from meeting
future growth in air traffic, good long term planning is necessary to minimize the impact and costs of current
and future expansions, especially on the environment. Thus, cost efficiency and addressing environmental
needs share a common platform where strong correlation amongst the two entails that success in either goals
is not mutually-exclusive, but rather, is mutually reinforcing (CAIL, 2008).

Sustainable airport development is an exercise in balancing the demands of the varied strands of
sustainability — i.e. economic, social, environmental and ecological. It falls within the overall concept of
sustainable transport, can be defined as ‘satisfying current transport and mobility needs without
compromising the ability of future generations to meet these needs’. It is a concept that broadly applies to all
areas of effectively running an airport — including finance, operations, human resources, community and
investor relations, the environment et cetera. To attain its goals, sustainability as applied to transport has to
meet the following basic conditions: (1) the rates of use of renewable resources not exceeding their rates of
generation; (2) the rates of use of non-renewable resources not exceeding the rate at which sustainable
renewable substitutes are developed and (3) the rates of pollution emission not exceeding the assimilative
capacity of the environment (Amaeshi & Crane, 2006).

Airport sustainability practice is a broad term that encompasses a wide variety of practices applicable to the
management of airports. Such as: (ACRP, 2008)

* Protection of the environment, including conservation of natural resources.

* Social progress that recognizes the needs of all stakeholders.

* Maintenance of high and stable levels of economic growth and employment.

The growth of air travel and the consequential need for expansion of many airports, together with heightened
press and public awareness of environmental issues mean that the aviation sector is under heightened
scrutiny; day-to-day activities as well as more ambitious projects often become high profile. However, the
industry has proactively responded through individual activities as well as through the development of the
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sustainable aviation initiative, which is an industry endorsed comprehensive program to reduce aviation’s
negative impacts (AOA, 2006).

Airport operators around the world share the same business goals — to provide a safe, secure and sustainable
operational efficient environment. On the one hand they want the capability to detect and respond to threats
more quickly; to mitigate risk. On the other, they want to drive productivity improvement and reduce costs.
Regardless of location and size, airport operators share the same business agenda - how to do more with
fewer resources? (HAS, 2007)

Airports are now aware of the importance of being environmentally friendly. The major forces driving the
environmental programmes at airports can be divided into three categories —community, government and
internal. And although all are very different, none can really be viewed without taking into account the
context of the others and different pressures tend to act on different environmental issues (Oh, 2008).

Neighbouring communities: In some regions, communities and society at large can have a very keen
sensitivity to environmental issues and may take a proactive stance against developments perceived to make
a significant contribution to an environmental issue. Such environmental pressure on an airport operator is
usually most prevalent when planning permission is required for infrastructure development, such as a new
terminal or runway. Recent developments, such as anti-climate change protesters may adversely affect airport
operations (ACI, 2009).

Aircraft noise when it comes to environmental pressure from the community; it remains the primary concern
for most people living near airports in all regions of the world. Most airports have dedicated call lines for
noise complaints and many have dedicated staff and sophisticated noise management schemes. The
community is an important stakeholder and a level of partnership must be fostered on an on-going basis.
Internet tools were also developed to allow residents to examine flight patterns and noise levels in fine detail.

The importance of neighbourhood and properly informed community are more likely to take into account the
benefits of aviation when it comes to assessing aviation infrastructure proposals (Oh, 2008).

Government pressure: Mandatory requirements and other regulation can take a variety of forms from
international agreements and national legislation to conditions attached to local planning permission permits.
At the time of writing, regulations in many jurisdictions are evolving and substantial development should be
expected in upcoming years. A range of regulatory requirements mandates an airport operator to tailor the
airport’s program according to international, national and sometimes local requirements (ACI, 2009).

As regulators, governments often target airports for environmental effects that are not apparent to the public.
Pollution of the air, water and soil are generally in the forefront of concern and are subject to standards and
laws on local air quality and water and soil contamination. Governments can require that airports demonstrate
compliance with local pollution limits, impose penalties for non-compliance and require the implementation
of mitigation programmes (Oh, 2008).

Internal pressure: Airports operating under a responsible business model also set their own environmental
targets and strive to achieve them. Saving energy and the associated emissions can be a direct cost saving and
the implementation of smart building technology might mean reductions in whole-life-cycle costs. In many
cases there is a strong economic case for using environmentally friendly technologies. Wildlife mitigation
and water management programmes, equipment modernisation and habitat land-care work can require
significant spending without financial returns. These may be needed as a result of government requirements
or as environmental conditions attached to a planning consent, but in today’s environmentally conscious
world, an ever-increasing number of airports are volunteering such mitigation programmes as an integral part
of a project proposal (Oh, 2008).

RESEARCH

The goal of this paper is to make airport operators to understand the role of air transportation in a sustainable
society. This paper could be a guide to the achievement of environmentally sustainable development at air
transportation by setting a standard for airports in relation to environmental issues; stimulating further
improvements in environmental performance by determining the roles and responsibilities in an airport
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organization. The aviation sector has been relatively free of major environmentally driven regulation, in part
because the sector is considered a key contributor to driving the global economy and the only mode of rapid
trans-national travel on offer to customers. Projected growth in air travel and the associated environmental
impacts mean that policy makers are turning their attention to the aviation sector (AOA, 2006).

In this study, data were collected via semi-structured interview with the responsible person at State Airport
Authority and the Istanbul, Atatiirk Airport executive. Questions were try to evaluate how much the airport
operators aware the changing world needed organizational adaptation and to illustrates the structure of
organizational change for environmentally sustainable airport either mandated by legislation or market
forces.

Management of Turkish airports and mission of regulation and control of Turkish airspace are performed by
General Directorate of State Airports Authority (DHMI). DHMI that has to perform its undertaken tasks
according to international civil aviation rules and standards is in this sense a member of International Civil
Aviation Organization (ICAO), which was launched according to Civil Aviation Agreement that entered into
force to ensure safety of life and property at international aviation and to provide regular economic working
and progress (DHMI, 2010).

Directorate General of State Airports Authority (DHMI) provides necessary terminal and passenger services
to about 35 million domestic and international flights passengers preferring airway for their travels, and air
traffic services to local airline companies as well as more than 361 foreign commercial airline companies.
As part of air navigation and airport management services by General Directorate of State Airports Authority
(DHMI), traffic of airplanes and passengers, which are offered service, has increased significantly in recent
years. Especially, there has been significant progress at international flight airplane and passenger traffic of
the international airports. DHMI operates 40 airports, as seen in Exhibit 1, Istanbul/Ataturk Airport is among
the leading airports of Europe due to increase in the international traffic (DHMI, 2010).

EXHIBIT 1
Airports Operated by DHMI

Provincial Organisation

The aeronautical platforms under the authority of the provincial organization are

AIRPORTS OPEN TO DOMESTIC AND INTERNATIONAL TRAFFIC
=¥: AIRPORTS OPEN TO DOMESTIC AND NON - SCHEDULED INTERNATIONAL TRAFFIC

- AIRPORTS OPEN TO DOMESTIC TRAFFIC

Source: www.dhmi.gov.tr

The research results show that, airports under the control of DHMI does aware of the importance of to be
environmentally sustainable. However, today they focus on economic prosperity, quality improvement; in the
future they are planning to identify environmental sustainability and corporate social responsibility practices.
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As environmental issues are voluntaryand airports have monopolistic power in their region, internal factors
are not encourage the airport operators to change their organizations structure focusing on environmental
practices. If they are affected to cgange by internal factors the changes can be under the control of the
organization. The external factors, especially government regulations, may force the airport operators to the
organizational change for the environmental performance.

Airport operators do not have a department specifically responsible for the environmental programs. Aircraft
noise, wildlife protection, water and soil resources protection issues are accomplished under the different
departments’ responsibilities. The implementation of sustainability practices at airports is needed to be
determined for each operation and given under the responsibility of a department with specialized personnel.

The answer for the question of the reasons behind the no/slow implementation of environmentally sustainable
practices are given as; first lack of funding, then lack of management support and the lack of trained
personnel. As a result of this situation the organization does not train its staff and tenants yet. Additionally,
they do not have environmental (annual) report for the airport operations’ environmental performance.

It is found that the regulatory adoption is the key factor for the organizational change at airports for the
environmental performance implementation.

CONCLUSION

The global trend of privatization and commercialization rises the growing awareness among airports of the
concept of sustainable development with environmental programs.

It is found that organizational response to environmental impacts of the airport operations including the
market forces on organizational change mandated by national /international regulations. Organizational
change driven by regulatory agencies is relatively easy to accomplish because of the direct effects of policies
on organizations. Organizational resistance to change may be caused by poorly planned implementation of
change initiatives, funding barriers, lack of staff, lack of environmental culture, time and technology.

For the future, not only regulatory forces but also global issues, community/stakeholder pressures, ethical
concerns and top management initiatives will be the motives for organizational change with responsible roles
at appropriate departments. When the airport operators have a department with overall responsibility for
environmental sustainability they will have environmental manager, environmental program, environmental
culture, environmental training program, environmental reports to the stakeholders and research and
development contributions. These changes are essence for the environmentally sustainable airport
management.
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