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Abstract 

The objective of this research is to understand the motivation of social network users aged 18-24. 
Based on qualitative research and content analysis, this study proposes to understand their behavior 
and what motivates them to use social networks. Our main finding in this research is a motivation-
based typology of social networks users and their psychological profile. 

Keywords: users networks typologies, consumer behavior, qualitative research 

Introduction 

Social networks have grown significantly as users interact more and more. Social networks are 
considered an extremely powerful tool for communicating and managing customer relationships. 
The number of users and amount of content generated through interacting, sharing and publishing 
on social networks have grown considerably in the last few years (Boyd & Ellison, 2008). 
Worldwide, there are over 2.16 billion monthly active Facebook users for Q4 2017 which is a 14 
percent increase year over year. (Statista, 2018). Every 60 seconds on Facebook: 510,000 
comments are posted, 293,000 statuses are updated, and 136,000 photos are uploaded. (The Social 
Skinny, 2017). Twitter has recorded more than 330 million users since its inception in 2006 and 
has more than 1.6 billion searches per day (Statista, 2018). 

For businesses, this offers a huge opportunity to develop customer relationships through marketing 
and communication strategy involving social networks. In marketing, multiple research papers 
have highlighted the role of social networks in developing companies’ business and better 
understanding their environment (Pookulangara and Koesler, 2011; Tsimonis and Dimitriadis, 
2013; Ghazali and Cai, 2014). In brand management, some research has tried to understand the 
role and the impact of social networks on brand perception and how consumers develop their 
opinion about the brand (Reyneke, Pitt and Berthon, 2010, Both and Ann Matic, 2011, Lipsman, 
Mudd, Rich and Bruich 2012, Botha, Farshid, and Pitt, 2011). Other studies have tried to 
understand the role of social networks as a source of innovation and creativity in terms of product 
development and service quality improvement (Ernst Brem, and Voigt, 2013). In the field of 
consumer behavior, research has focused on users’ motivation to use social networks (Kim, Shim 
and Mo Ahn, 2011). These studies have focused on one social network (Facebook, Twitter, 
Linkedin, etc.) at a time while overlooking users’ motivation with a global vision independently 
of the type of social network.   

Our research will focus on social networks users’ motivation. Two main points differentiate this 
research. On the one hand, our research will be conducted among young people between 18 and 
24 years of age. We choose this age group because it is the biggest group of social network users 
and, at the same time, it is the group with highest time spent on social networks with an average 
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of 5 to 6 hours per day (Statista, 2018). On the other hand, our research will not be limited to one 
specific social network but all of them. 

Literature Review 

For many researchers, motivation is an important factor to understand and to explain consumer 
behavior (Deci and Ryan, 1987). Defined as the direction and intensity of the effort to earn a 
recompense (Weinberg and Gould, 1997), motivation is a driving force for an individual to 
perform an action. Two types of motivation can be identified in self-determination theory (Deci & 
Ryan, 1985). Intrinsic motivation, which refers to doing something because it is inherently 
interesting or enjoyable and for the pleasure that can be derived from it (Lee, Cheung and Chen, 
2005). The second type is extrinsic motivation, which refers to doing something because it leads 
to a separable outcome such as obtaining a reward, improving one's performance at work or having 
economic promotions (Davis et al., 1992; Lee, Cheung and Chen, 2005). Most research on 
motivation has shown that the performance obtained and the quality of involvement can be very 
different when we adopt intrinsic or extrinsic motivations.  When we are intrinsically motivated 
we are moved to act for the fun or challenge involved rather than because of external prods, 
pressures, or rewards. In theory, we identify intrinsic motivation between individuals, but in 
another sense, an intrinsic motivation exists between individuals and activities. In fact, people are 
not motivated to do the same activity or to be interested to perform the same tasks. On the other 
hand, when we are extrinsically motivated we seek separable rewards after an activity.    

To conclude, there are two types of motivation that impact individuals’ behavior. Intrinsic 
motivation related to an emotional value to do an activity and extrinsic motivation which is related 
to an instrumental value. Both intrinsic and extrinsic motivation can be applied to the utilitarian-
hedonic model in consumer behavior theory. The model suggests that hedonic behavior is a 
consequence of intrinsic motivation; however, utilitarian behavior is a consequence of extrinsic 
motivation (Heijden, 2004).  The utilitarian-hedonic model suggests that the consumer may adopt 
utilitarian motivation or hedonic motivation based on the nature of the product (Babin, Darden and 
Griffin 1994, Guiltinan and Monore 1980). Consumers with utilitarian motivation follow a rational 
behavior. From the beginning, they have a specific goal and will try to achieve it conscientiously. 
For example, when consumers search for information in the decision making process, they adopt 
utilitarian motivation because the objective is to maximize the usefulness of their decision and 
therefore reduce the associated risk (MacInnis and Jaworski, 1989). Thus, a utilitarian system 
involves goal-oriented behavior characterized by a focus on a specific objective defined in advance 
by the consumer. On the other hand, hedonic motivation aims at seeking stimulation, excitement, 
gratification, pleasure and discovering new feelings (Babin, Darden and Griffin, 1994). The 
hedonic system is characterized by experiential, personal, and subjective behavior (Holbrook and 
Hirschman, 1982).  

Social Networks and Motivation  

Despite the fact that the number of social media users continues to grow to over1.5 billion 
worldwide, research to understand users’ motivation for using social media is still limited. Indeed, 
the little research carried out to date has mainly focused on specific issues. Hsieh, Yang and Fu 
(2012) studied the role of motivation as a variable impacting the switching behavior within 
different social networks. The aim for the authors was to explain the intention to change from one 
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network to another, taking into account the cost generated as a moderating variable between the 
antecedent variables that are the relative utility, the effectiveness of the expression and playfulness. 
In information system theory, some research has shown that social networks users with intrinsic 
motivation expect more emotional rewards compared to users with extrinsic motivation (Kim, 
Shim and Mo Ahn, 2011). Regarding the youth population, some research has shown that the 
motivation of high school students to use social networks was mainly to communicate and 
exchange with colleges, friends and family (Lenhart and Madden 2007). This type of motivation 
is supported by the ease of use of social networks (Kim, Shim, & Ahn, 2011). For the authors, 
using social networks is a new manner for people to manage their relationships. 

On the other hand, another motivation of young people is their need to develop their career after 
their studies In fact, social networks for them are a very simple tool to develop their network, to 
search for a job opportunity and to be continuously informed about the job market (Schaefer, 
2008).  Social networks, by their simplicity and their high level of interactivity and socialization, 
has changed the way in which people communicate, exchange, participate and discuss with others 
on a specific forum (Kim, Shim, & Ahn, 2011). For users, social networks are an opportunity to 
express themselves through the creation of their own pages, personalized website, or to create their 
own video channel on social media (Pelling & White, 2009). This activity will bring them 
recognition (Miller, Parsons, & Lifer, 2009), allow them to create and to be a part of a community. 
At the same time, social networks provide an opportunity to "escape" reality, boredom and relieve 
stress by sharing emotions (Kim, Shim, & Ahn, 2011). It is relevant to note that motivations are 
different among women and men. As an example, man looking to meet friends, appreciate the 
interactivity of social networks, while easily identifying with a group. A woman will appreciate 
the relational side of social networks, which will allow her to keep in contact with her close friends 
and family (Barker, 2009) 

Research Question  

This research has two main objectives. The first objective is to identify the motivations of young 
people aged 18-24 related to their use of social networks. The second objective is to develop a 
typology of social network user according to their motivations. Therefore, a psychological profile 
of each group will be defined. Thus, we will try to answer the following questions: What are the 
motivations of 18-24 year olds when it comes to using social networks? Are there different types 
of users? In this research, we chose to study 18-24 year olds for many reasons. On the one hand, 
this population is considered the largest users of social networks which represent around 30% of 
total users. Furthermore, they have to spend an average of 4 to 6 hours per day on social networks. 
On the other hand, this age group is part of the Y generation, which represents more than 50% of 
the world's population and therefore forms a future market for companies. For all these reasons, it 
is urgent to study it and understand its behavior. 

Methodology 

As our aim is to explore the motivations of social network users aged between 18 and 24. This 
research will be based on a qualitative approach by conducting face-to-face, semi-structured 
interviews. Qualitative research is a relevant approach as it puts emphasis on the depth of the 
analyses which will lead to rich descriptions of participants’ meanings based on in-depth 
interviews (Denzin & Lincoln, 2003). 
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Sampling  

In our recruiting process, we chose participants that they are in the 18-24 age group. This type of 
profile is described as the most active social network user, and also has a high motivation to explain 
and share their social network experience (Hargittai and Hsieh, 2010). Our recruitment process 
was done using social networks such as Facebook and LinkedIn. Using our own accounts on those 
two social networks, an announcement was posted asking people having our target profile with a 
high interest to participate to our research. Through our network we received 27 positive answers 
to participate. By the end, 24 face-to-face interviews were conducted include 12 men and 12 
women with an average age of 22 years. After 20 interviews, answers collected became redundant 
and some repetitions were identified. We added four other interviews in order to confirm data 
saturation in line with the standards of qualitative research (McCracken, 1993).  

Data Collection  

All interviews were done face-to-face. With each participant an appointment was fixed. A meeting 
room was booked for all interviews. The researcher paid the transportation for all participants and 
a symbolic gift was given. The interviews lasted between 30 and 45 minutes on average and were 
recorded with the consent of the participants. An interview guide was developed to conduct the 
discussion with open-ended questions. The interview guide was structured by theme based on our 
research objectives.  The interview guide was structured by topic of discussion. The motivation 
for the use of social networks was the main theme addressed during the interview. Added to this 
are other themes such as: 

• Usage behavior of social networks (frequency of use, number of hours of use on average, main 
activities, etc.) The objective here is to define different user profiles according to their degree of 
use.  

• Self-image: Each participant in our research has to describe his self-image. i.e. what he or she 
thinks of him/herself. The objective is to analyze if there is a relationship between self-image and 
the motivation. The objective is to identify if the self-image or elf-esteem have an impact on the 
behavior of social network users and on their motivation (Barker, 2009) and the role of the self-
image to facilitate interactions and communication between users (Fergurson, 2017). The results 
will allow us to develop the psychological profile of each group based on their main motivation, 
behavior and self-image.   

• The socio-demographic profile: since the entire sample has almost of the same age, the main 
objective here was to check whether there is a difference in the motivations and the behavior of 
use of the social networks mainly between women and men. A confidentiality letter was signed by 
the researcher and a copy was given to the participants in order to guarantee the anonymity of all 
data collected.  

Data Analysis  

The data analysis method was carried out through traditional interactive and systematic content 
analysis (Churchill and Wertz, 1985; Clairbrone and Ozanne, 1990). Specifically, data analysis 
consisted in the following stages:  We started by scanning interview transcripts. The objective was 
to develop an initial understanding for the formulation of our research hypothesis through a process 
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of induction (Bardin, 1977). A traditional structural analysis of the content was then conducted on 
the basis of all data collected. This analysis give us an initial understanding of the motivations of 
social network users and consequently identify the main dissimilarities. Based on different 
motivations and reasons given by participants we developed a motivation-based typology. 
Following this analysis, the core categories extracted from the literature review such as intrinsic 
and extrinsic motivation or hedonic or utilitarian motivation were compared to the data obtained 
in order to identify if there is a gap between the theory and our analysis.  The second phase of data 
analysis was focused to identify a motivation-based typology of social networks users. The third 
step of our data analysis was focused on developing a psychological profile of each type of social 
network user identified before. This profile included mainly three points: Main motivation, the 
specific behavior and the self-image.  In order to facilitate the explanation of results, we proceeded 
in the tradition of qualitative research by using verbatim statements to illustrate each part of our 
findings (Wolcott, 1990) 

Findings 

Our analysis confirmed, as developed in our literature review, that there were two main 
motivations that push young people to use social networks. The first one is intrinsic motivation 
where people seeking pleasure, discovery and enjoyment when they use social networks. For this 
type of motivation, we can identify one group that they are more interested by creating 
relationships. For them, social networks are a new way to socialize and to exchange with people 
in a virtual manner. Another group of our participants perceive social network as a tool to flee the 
real world. For them, social networks are a manner to discover and to have a good time. The second 
is extrinsic motivation where people look to gain from their activities on social networks such as 
developing their network, find a job, be informed about something, etc.  

Thus, three types of social network users are identified. The first group identified as "social" is 
motivated by developing, maintaining and manage their relationships with friends, family and 
other contacts. They always look to have news from their contacts, exchange with them about 
different subjects such as family, culture, sports, etc. They are very interested in sharing 
information about their situations or the activities they have done or plan to do in the future. For 
them, social networks can be viewed as an important tool for building relationships with new 
friends. One participant confirmed that “Social networks are really an extraordinary invention, it 
allows me to be in touch with my friends and family all the time. It's easy and it allows me to hear 
continuously about what they are doing. Whenever a member goes on vacation, he shares those 
photos, videos and information with us".  For this group, social networks are also a tool to socialize 
in the same way as the off line environment. Another participant confirmed that "I have some 
family members who work in different countries, and despite the distance that separates us, we are 
always in contact and we exchange news, everyone knows what the other is doing…as if we were 
together, I would even say that if we were together we will not be close in this way, it's the magic 
of Facebook I think." For this group, social relationships are extremely important and they are 
always looking to maintain their contact as in the real world. Another participant confirmed that 
“Social networks allow me to share news with my family and friends in a different format, such 
as, image, text and video. Personally, I am very close to my sister working in the United States, 
before we had a lot of contact by phone, but since we have Facebook we share everything on the 
network, in fact it is more convenient, it allows me to see what that she is up to, what she does 
through images and videos, it's really cool, exactly the same as we're together. " 
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Table 1. Psychological Profile of the Segment «Social» 
Main Motivation Manage, interact and exchange with their private relationships  
Behavior Exchange private information and share content such as pictures, video, music, etc.  

Organize events with friends through social network 
They spend between 3 and 4 hours connected and interact with their friends on social 
networks.  

Self-image They describe themselves as social people, open-minded, optimistic and very sensitive 
Social Networks Facebook, Twitter, Instagram.  

The second group identified as "Functionalists". Their main motivation is to develop and manage 
professional contacts and career networking. Thus, their objectives are, on the one hand, to 
improve a professional network and to develop their contacts. On the other hand, it is about being 
always active on their own career development by looking for new opportunities through the 
contacts they have developed on the networks. One participant confirm that  "I have a friend who 
managed to get a job through a social network, at first I did not believe much in this solution, but 
since then I'm really starting to get interested. I think social networks offer a new job search 
opportunity in a more interactive way and with new methods such as posting a CV in video form, 
I find it very original. «Another one add that «For me social networks and mainly the professional 
ones are an excellent opportunity to develop my career ambitions. I connect every day on LinkedIn, 
I do not spend a lot of time, but I try to find out about new job offers and manage my network that 
I think one day will be useful in my development careers. We never know how the opportunity 
can arise, that's why I heal every word I put on my profile”. Functionalists take care about their 
image and try to be perceived as professional and efficient. Their interaction on social networks 
are more focus on professional exchange, participate in some discussion and give their opinion 
about some topics such as technology, economy and politics, etc.  

Table 2. Psychological Profile of the Segment «Functionalists» 
Main Motivation Develop a professional network 
Behavior No communication and no exchange about private life.  

Social networks is considered a tool to promote their career and their professional image  
They try to be continuously informed about the changes in the job market and the career 
evolution of their network 
They take more time to do any comments or to post any information because they are 
aware that this will reflect their own image 
Average time of connection per day: between 1 and 2 hours 

Self-image Describe themselves as hardworking people, ambitious with a lot of willpower. 
Social network LinkdIn, Viadeo, facebook 

The third group is "hedonists". The main motivation of this group is seeking entertainment, fun 
and pleasure. For them, social networks are a way to entertain themselves by sharing information 
in different formats such as images, videos and texts that generally include funny content. It is a 
very active group on social networks as they seek to be the first to share or comment on entertaining 
and fun content. Using social networks and spending time for it is a manner to reduce stress, to 
discover, to have emotional experience, etc. One participant confirmed that “I am continuously 
connected. For me it is very important to be in touch with my friends all the time. Nowadays it is 
very difficult to find time to see my friends and to share some fun moments. Social networks 
reduce a lot my frustration, because it is another manner for me to interact with my friends and my 
family. It is very easy to share information and to have a nice moment, even it is virtual, but it is 
better than nothing. It doesn’t replace the real world but it is for me a good way to be continuously 
in touch.” Another participant confirmed: "It is really a good way to reduce the stress after a 
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workday. For me it is like another world in parallel, when I connect I am always excited to find a 
funny publication and humoristic video or image, etc.” For this segment, social networks are also 
a new manner to help them to make a decision before buying something. Their interactions with 
their friends and share opinion about their own experience help them to make the good decision.  

Table 3. Psychological Profile of the Segment «Hedonists» 
Main Motivation Seeking entertainment, fun, discovering and pleasure 
Behavior They exchange and communicate on entertaining and fun multimedia content. 

They are very active users and try to be the first to comment on others' publications 
and share them. 
Connecting to social networks for them is a way to reduce stress, to discover and create 
emotional experience with others 
The average connection time for this group is 3 to 4 hours per day. 

Self-Image They perceive themselves as a sociable people, dynamic and very important in their 
social networks. 

Social Networks Facebook, Twitter, digg 

This research gives us an in-depth understanding regarding the motivations of the 18-24 year old 
segment and their behavior on social networks. Our analysis identifies three groups of users with 
the same demographic profile but with different behaviors in terms of social networks use. The 
first one is the social cluster, they are motivated by staying in contact and maintaining their 
relationships with their friends and family. The second one is the hedonists’ cluster who are mainly 
motivated by entertainment and delight. These two groups have an intrinsic motivation with an 
experiential behavior. Both clusters are seeking emotional sensations and discovery. Through their 
interaction they try to explore new experiences and adventures. They are in search of 
entertainment, fantasy, arousal, sensory stimulation, and enjoyment, fun and pleasure through 
social networks. On the other hand, the functionalists are mainly motivated by professional 
objectives such as the development of their careers and their networks. This cluster has an extrinsic 
motivation which supposes that they have a utilitarian behavior when they use social networks. 
They are seeking to develop their networks and their professional contacts. Users are concerned 
with their career development and their professional image in an efficient and timely manner to 
achieve their goals with a minimum of irritation. The results obtained in our research are perfectly 
in line with many other researchers (Hoffman and Novak's; 1996; Hirschman and Holbrook, 1982; 
Sherry, McGrath and Levy, 1993). Indeed, the authors evoke an experiential behavior and a 
behavior directed towards a goal. The first is driven by a hedonic and exploratory motivation, 
while the second is driven by a utilitarian motivation. 

Conclusions, Limitations and Further Research   

Social networks provide young people with the opportunity to identify within group members who 
look and act similarly to each other.  In our research, three main groups of social networks users 
based on their motivation are identified, social, functionalist and hedonic groups.  This typology 
gives us a better understanding of their motivation and their behaviors with regard to social 
network use. The majority of the participants in our research show a real attachment to social 
networks with a high level and frequency of use, which can be considered a business opportunity 
for many companies. Indeed, this population is a strategic target for marketing actions and 
therefore building strong relationships and developing positive attitudes toward the brand is 
important. Identifying how this market segment interacts with the social networks and how they 
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describe themselves it can be a good opportunity for many companies to develop a very efficient 
customer acquisition strategy and to better manager customer relationships.   

The focus of this research is to understand young people’s motivation and their post-adoption 
behavior with regard to social network use. Many limits can be identified in our research. Firstly, 
our concept of psychological profile is limited with three main variables such as motivation, 
behavior and self-image. This profile do not take in consideration other psychological variables 
such as perception, involvement or attitude. As an example, the role of perceived risk as a source 
of resistance to innovation or new product adoption and the risk related to the use of social 
networks such as personal image and reputation were not studied in this research. On the other 
hand, this research did not take into account the impact of the atmosphere variables such as the 
ease of use, the ergonomic, the design and the structure of the social network website on the users’ 
behavior (Donthu, 2001; Tam Tsui Wa, 2001; Koufaris, 2002; Roy, Montoya-Weiss, Voss and 
Grewal 2003). As defined in our methodology this research focused on the young adults from 18 
to 24 years old. Our sample is from the same geographical region (Switzerland and France) and 
the results obtained cannot be generalized for the whole population of 18-24 years old and our 
results implications were limited. This is can be explained with the difference in the culture and 
social environment between many regions in the world and consequently between this segment of 
the population.  

References 

Babin, B., Darden, W., & M, G. (1994). Work and/or fun: Measuring hedonic and utilitarian Shopping Value. 
Journal of Consumer Research, 20(2), 644-656. 

Bardin, L. (1977). L’analyse de contenu. Presses Universitaires de France. 
Barker, V. (2009). Older adolescents' motivations for social network site use: The influence of gender, group 

identity, and collective self-esteem. San Diego: School of Journalism and Media Studies, San Diego State 
University. 

Booth, N., & Ann Matic, J. (2011). Mapping and leveraging influencers in social media to shape corporate brand 
perceptions. Corporate Communications: An International Journal, 16(3), 184-191. 

Botha, E., M, F., & L., P. (2011). How sociable? An exploratory study of university brand visibility in social media. 
South African Journal of Business Management, 42(2), 43-51. . 

Boyd, D., & Ellison, N. (2008). Social Network Sites: Definition, History, and Scholarship. Journal of Computer-
Mediated Communication, 13, 210-230. 

Churchill, S. D., & Wertz, F. J. (1985). An Introduction to Phenomenology for Consumer Research: Historical, 
Conceptual and Methodological Foundations. Advances in Consumer Research, 12, 550-554. 

Clairbone, A., & Ozanne, J.-L. (1990). The meaning of Custom-Made Homes: Home As a Metaphor For Living. 
Advances in Consumer Research, 17, 367-374. 

Davis, F., Bagozzi, R., & P.R., W. (1992). Extrinsic and intrinsic motivation to use computers in the workplace. 
Journal of Applied Social Psychology, 22(14), 1111–1132. 

Deci, E. L., & Ryan, R. M. (1985). Intrinsic motivation and self-determination in human behavior. New York: 
Plenum. 

Deci, E. L., & Ryan, R. M. (1987). The support of autonomy and the control of behavior. Journal of Personality and 
Social Psychology, 53(6), 1024-1037. 

Denzin, N. K., & Lincoln, Y. S. (2003). Introduction: The discipline and practice of qualitative research. In C. Sage. 
(Ed.). Thousand Oaks: Denzin & Y. S. Lincoln (Eds.), (2nd ed.). 

Denzin, N. K.–4. (n.d.). Thousand Oaks. 
Donthu, N. (2001). Does Your Web Site Measure Up? Marketing Management, 10(4), 29 – 33. 
Ernst, M., Brem, A., & Voigt, K. I. (2013). Innovation Management, Lead-Users, and Social Media,. In Introduction 

of a Conceptual Framework for Integrating Social Media Tools in Lead-User Management. Social Media in 
Strategic Management Advanced Series in Man. 



 

 10 

Fergurson, J. R. (2017). Journal of Managerial Issues. Self-Image Congruence: An Empirical Look at Consumer 
Behavior inm Door-to-Door Sales!, XXIX(3), 262-277. 

Ghazali, R. M., & Cai, L. (2014). Social Media Sites in Destination Image Formation. Tourism Social Science 
Series, 18, 73–86. 

Guiltinan, J., & Monroe, K. (1980). Identifying and analyzing consumer shopping strategy,. Advances in Consumer 
Research, 25, 372- 378. 

Hargittai, E., & Hsieh, Y. L. (2010). Predictors and consequences of differentiated practices on social network sites. 
Information, Communication, & Society, 13(4), 515–536. 

Heijden, D. (2004). User Acceptance of Hedonic Information Systems. Management Information Systems 
Quarterly, 28(4), 695-704. 

Hoffman, D., & Novak, T. (1996). Marketing in hypermedia computer-mediated environments: Concepts 
foundations. Journal of Marketing, 60(3), 50 – 68. 

Hoffman, D., Novak, T., & Chatterjee, P. (1997). Commercial Scenarios for the Web: Opportunities and Challenges. 
In R. K. in Readings in Electronic Commerce (Ed.). (Addison-Wesley, Reading). 

Holbrook, M., & Hirschman, E. (1982). The Experiential aspects of Consumption: Consumer fantasies, feelings and 
fun. Journal of Consumer research, 9(2), 132 – 140. 

Hsieh, C., K., Y., & K.J, F. (2012). Motivational Bases and Emotional Labor: Assessing the Impact of Public 
Service Motivation,. Public Administration Review, 72(2), 241–251. 

Kim, J., Shim, J., & Mo, A. K. (2011). Social Networking Service: Motivation, Pleasure, and Behavioral Intention to 
Use. Journal of Computer Information Systems, 51(4), 92-101. 

Koufaris, M. (2002). Appling the technology acceptance model and flow theory to online consumer behavior. 
Information Systems Research, 13(2), 205 – 223. 

Lee, M. K., Cheung, C. M., & Chen, Z. (2005). Acceptance of internet-based learning medium: the role of extrinsic 
and intrinsic motivation. Information & Management, 42(8), 1095-1104. 

Lenhart, A., & Madden, M. (2007). Social Networking Websites and Teens, Pew Research Center. Retrieved from 
http://www.pewinternet.org/2007/01/07/social-networking-websites-and-teens/. 

Lipsman, A., Mudd, G., M., R., & Bruich, S. (2012). The Power of “like”: How Brands Reach (and Influence) Fans 
through Social-Media Marketing. Journal of Advertising Research, 52(1), 40-52. 

MacInnis, D., Jaworski, B., & J Mark. (1989, October). Information processing from advertisements: Toward an 
integrative framework. Journal of Marketing, 53, 1–23. 

McCracken, G. (1993). The Value of the Brand: An Anthropological Perspective in Brand Equity and Advertising. 
(D. A. (eds.), Ed.) Hillsdale, NJ: Lawrence. 

Miller, R., Parsons, K., & Lifer, D. (2009). Students and social networking sites: the posting paradox. Behaviour & 
Information Technology Journal, 377-382. 

Montoya-Weiss, M. M., Glenn, B. V., & Dhruv, G. (2003). Determinants of Online Channel Use and Overall 
Satisfaction with a Relational Multichannel Service Provider. Journal of the Academy of Marketing 
Science, 31(4), 448-458. 

Noyes, D. (2018). The Top 20 Valuable Facebook Statistics. The Social Skinny . Retrieved from 
https://zephoria.com/top-15-valuable-facebook-statistics/ 

Pelling, E., & White, K. (2009). The theory of planned behavior applied to young people's use of social networking 
Web sites. Cyberpsychology & Behavior, 12(6), 755-9. . 

Pookulangara, S., & Koesler, K. (2011). Cultural influence on consumers’ usage of social networks and its’ impact 
on online purchase intentions. Journal of Retailing and Consumer Services, 18, 348–354. 

Reyneke, M., Pitt, L., & Berthon, P. R. (2010). Luxury wine brand visibility in social media: an exploratory study. 
International Journal of Wine Business Research, 23(1), 21-35. 

Roy, M., Dewit, O., & Aubert, B. (2001). The impact of interface usability on trust in the web retailers. Electronic 
Networking Applications and Policy, 11(5), 388 – 398. 

Schaefer, C. (2008). Motivations and Usage Patterns on Social Network Sites,. ECIS 2008 Proceedings, (p. Paper 
143). Retrieved from http://aisel.aisnet.org/ecis2008/143 

Schiffman, L. G., & Kanuk, .. (2007). Consumer Behavior (9ème édition ed.). Pearson education. 
Sherry, J., McGrath, M., & Levy, S. (1993). The Dark Side of the Gift,. Journal of Business Research, 28, 225-244. 
Statista. (2018). Active social network and active app users, Worldwide; GlobalWebIndex; 3rd quarter 2014; 16-64 

years. Retrieved from https://www.statista.com/statistics/274829/age-distribution-of-active-social-media-
users-worldwide-by-platform/ 

Statista. (2018). Number of monthly active Facebook users worldwide as of 4th quarter 2017 (in millions). Retrieved 
from https://www.statista.com/statistics/264810/number-of-monthly-active-facebook-users-worldwide/ 



 

 11 

Steuer, J. (1992). Defining virtual Reality: Dimensions Determining Telepresence. Journal of Communication, 5(5), 
21 – 39. 

Tam Tsui Wa, C. (2001). An integrated online customer loyalty model. The Honk Kong Polytechnic University, 
Department of Business Studies, , Hung Hom, Kolwoon, Honk Kong. . Retrieved from 
[http://www.sba.muohio.edu/abas/2003/Brussels/tam¬_pb-6310christinetam.pdf]. 

Tsimonis, G., & Dimitriadis, S. (2013). Brand strategies in social media. Marketing Intelligence & Planning, 32(3), 
328-344. 

Vanden, B., Bruce, G., M., L., Quilliam, E., & T., H. (2001). The multidimensional nature and brand impact of user-
generated ad parodies in social media. International Journal of Advertising, 30(1), 103-131. 

Weinberg, R., & Gould, D. (1997). Psychologie du sport et de l’activité physique. (É. Vigot., Ed.) Paris. 
Wolcott, H. (1990). Writing Up Qualitative Research (20). (A. S. Paper., Ed.) Qualitative Research Methods Series. 
 

  



 

 12 

New Digital Currency and Technological Transformation 

Massimiliano Minaudo 

University of Palermo, Italy 
Abstract 

In 2009 the cryptocurrency was born, a digital currency, re-launched in the world as "BitCoin" 
(although now there are about 30) which is the "mother", the original one. The problem that I want 
to highlight is the absence of some authorities able to control cryptocurrencies, so, for transactions 
and for the release of new coins because everything happens according to uncontrolled exchanges, 
moreover, the sale through the Internet 'anonymity not ad hoc protection on an online transaction. 
The alarm that wants to launch the cryptocurrency and therefore the BitCoin system.  The purpose 
of this research started from the issue of the pages, in fact, since the creation of the digital currency 
has been used a completely new and, in some ways, unknown called "mining" (technically equal 
to the first non-trivial and not negligible ), a "brute force". To avert the probability that the CPU 
(a central processing system) of a computer is exposed, perhaps with the inclusion in some pages 
of dangerous scripts, I will give some advice on 'a code for the code for the title that is going on. 

Keywords: digital currency, bitcoin, transactions, dangers, wallet. 

Introduction 

In 2009 the cryptocurrency was born, a digital currency (1MB blocks), 
known in the world as "BitCoin" (now there are about 30 all 
recognized and regulated) that is the "mother" (symbolized in figure 
1). In the past it had been demonized due to the illegal trade that took 
place in the Deep / Dark Web (until the triumph in 2017). To validate 
exchanges (since it is recognized as an equivalent currency) and 
therefore to create it, the principles of cryptography are adopted in 
order to make online payments secure (quickly and anonymously).  

To get a profit, just create a digital “wallet”, which is always 
recommended to backup and encrypt it (among the software wallets 

we mention https://bitcoincore.org/; https://greenaddress.it/it/ or https://greenaddress.it/en/; 
https://btcarmory.com/; for the well-known hardware wallet it is Ledger Nano S that stores more 
than 10 types of currencies (thanks to an LCD screen) as you can directly see on the site: 
https://www.ledgerwallet.com/), that is a file where you can save or store coins with programs 
available on the net as "Bitcoincore" (https://bitcoin.org/en/download), a sort of IBAN code 
(which is the hash of the public key that, together with the private key, gives access to the funds 
transferred to the wallet), formed by a string of 26-35 characters that those who want can generate 
it. To perform a transaction - non-cancelable - it takes a private key from the recipient that is 
converted into public and transformed into an address / IBAN sent to whom must make the 
payment. The transaction is placed in a block waiting to be confirmed by the miners and at the end 
of the process the receiver will be the owner of the currency sent by the sender.  

The problem is that we are in the absence of any authority able to control the cryptocurrencies 
(since there are no precise checks, the only trick is that the monetary transfers are defined as 

Figure 1. BitCoin 
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"change of ownership"), the transactions and even the release of these new coins because 
everything happens according to free trade, indeed, the "laissez-faire" and the sale through the 
Internet allow to remain anonymous, moreover, it reduces the exposure to confiscations that the 
police could possibly implement.  

The trend is rather favorable, in the current year the value of 10,200 dollars has been exceeded and 
some startuppers and startups (companies and joint-stock companies) are dedicated to this.  

There is a Bitcoin Foundation that gathers several respected members and program developers to 
get money, however, without any direct power over relative value (or operation). The "official" 
site (under the MIT license) seems to be represented by "Bitcoin" (as you can see in figure 2). 

 
Figure 2. "Official" Bitcoin site (https://bitcoin.org/en/ or https://bitcoin.org/it) 

To obtain this currency, just accept it as a form of payment (goods and services) or buy it even 
with a direct exchange made with your financial intermediary / bank account, in addition, the 
"Bitcoin ATMs" (with the "change" function) were created, for example, on Coin ATM Radar 
(https://coinatmradar.com/). 

Methodology 

Observation of the phenomenon, survey of the population (survey), single case study, research, meta-
analysis. 

Issues: Empirical Data and Analysis  

During 2016/2017, based on data collected on the net, these coins have been a huge success 
especially thanks to the financial campaigns known under the name of "ICO" (Initial Coin 
Offering), that is, projects through which they were issued shares in exchange for virtual currencies 
(in December 2017 the value of a BitCoin has risen up to 20,000 dollars: 3,000% compared to 
2016), which is why so many investors have been attracted to this innovative source of income. 
Today we are facing a new land where we can speculate. 

However, there are also other crypts called "Altercoins".  Let's talk about a coin that can be 
changed in legal tender currency (from the dollar to the yen and others) and converted, for this we 
must find a seller of BTC (which in return receives "fiat" / "legal" currency), thus, some automated 
Exchange services have arisen for trades; for example:   
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• https://www.bitstamp.net/  
• or https://www.coinbase.com/  
• and alternatively https://www.coinbase.com/   
• or https://www.binance.com/. 

The alarm to be launched (beyond independence) is that the cryptocurrency and consequently in 
the BitCoin system, to emit money, we use a whole new way of creation called "mining" that, 
technically, corresponds to a non-trivial note operation as "brute forcing", in other words, it refers 
to a specific algorithm able to solve a certain problem, specifically, it is a verification of three 
hundred sixty degrees of possible remedies or solutions that can be implemented until the correct 
set up or working. Wanting to make a summary of the research carried out, we can say that the 
intention is to be able to insert data (header of the block) whose double hash (mathematical 
algorithm that performs the mapping of data and allows the transformation of the same in a new 
string binary or message, known as "hash value", usually used for cryptography) is numerically 
lower than the target / objective calculated on the basis of the difficulty coefficient (a smaller target 
corresponds to a greater number of attempts to search for the number (if you want to invert a 
function, you must be able to recreate the input data from the output and this can be done through 
the already-known brute force). Basically, the computer on which the mining program is started 
receives the header in which a "nonce" number is added - and the double hash of the block to be 
closed has been calculated with an effectively configured client (operation known as " only 
"mining", alternatively, we proceed with the network or a server where it is sent (the header) for 
approval (phenomenon known as "pool" mining). Operations, of course, occur millions of times 
per second (as many as the MHash / sec reported by the mining program) and any hashing attempt 
may be the good one. It happens that transactions in a data structure are normally called "blocks" 
and stored by the aforementioned BitCoin network, however, to ensure that a block can be added 
to the rest of the block chain (to the public database containing all the trades) it takes a sophisticated 
hardware, that is, a good computer that can close everything with a code (rediscovered or uniquely 
successful with numerous attempts).  

The operation described makes the block crystallized and therefore prevents any future changes, 
but be careful: those who find the code is rewarded with an undoubted amount of currency along 
with the transaction fees included in the block as a natural incentive to a donation of time machine 
dedicated to the cause of the cryptocurrency. This operation is called, in the jargon, "mining" and 
this name derives from the BitCoin-gold parallelism whose reciprocation consists of miners (those 
who tenaciously seek the gold nuggets in the rock). 

In conclusion, to avoid the likelihood that the CPU (Central Processing Unit) of your computer is 
now exposed (by visiting some streaming sites for example) to the secret exploitation of computing 
capacity by inserting, in some pages, a JavaScript code for mining is advisable to run away with 
specific tools, many of which, which I could recommend, are free and powerful enough to monitor 
and record their execution.  

Some Mining Pool services are listed on "Bitcoin Wiki" (figure 3) along with links and features; 
as software, the one most compatible with all platforms could be represented by "BFGMiner" 
(compatible with Windows / Linux: http://bfgminer.org/files/latest/) easy to use by anyone. 



 

 15 

Figure 3. Bitcoin Wiki (https://en.bitcoin.it/wiki/Comparison_of_mining_pools) 

In addition to the above we find "Slushpool" which, with the use of clients, acts by dividing the 
workload of the mining along with the coins "extracted" from the network with the other machines 
connected remotely (figure 4). 

Figure 4. Slushpool – (https://slushpool.com/home) 

A further system consists in using the ASIC (Application-Specific Integrated Circuit), that is, 
integrated circuits designed to quickly solve calculations (in this case, energy consumption are 
reduced).  

It must be remembered that the instrument analyzed is not, however, to be "condemned", the use 
that has been made of it is however to be weighted. 

To curb some of the many raids that we talked about and that can occur during navigation you can 
install and activate small but powerful extensions, among many we remember two, just as an 
example, both available on Chrome Web Store: minerBlock (blocks miners of cryptocurrency in 
the web with a double action, first, based on requests / scripts, subsequently, detecting abnormal 
behavior of the same) and No Coin (blocks miners who want to use the resources of the user, using 
as bridge the browser, without asking for consent and leave them a short period of time after which 
you must enter a captcha / shortlink). 
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• The first one is available at this link 
o https://chrome.google.com/webstore/detail/minerblock/emikbbbebcdfohonlaifafn

oanocnebl?utm_source=chrome-ntp-icon 
• The second one is available at this link 

o https://chrome.google.com/webstore/detail/no-
coin/gojamcfopckidlocpkbelmpjcgmbgjcl?utm_source=chrome-ntp-icon 

• Alternatively there is also the add-on for Firefox at this link 
o https://addons.mozilla.org/en-US/firefox/addon/no-coin/?src=userprofile 

• or for those who use Safari. 
o https://itunes.apple.com/cz/app/1blocker/id1025729002?mt=8 

Table 1. Extensions List 
Google Chrome Mozilla Firefox 
1. Tg Miner Block 2. CoinBlock 
3. AntiMiner – Coin Miner Blocker 4. CryptoStop 
5. CryptoStop 6. NoMiners 
7. MinerBlock – Block Coin Miners 8. MineBlock 
9. No Bitcoin miners  
10. No Mining – Block coin mining websites  
11. MinerStop  
12. Crypto Miner Blocker  
13. Miner Away  
14. Coin-Hive Blocker  

• Source: 
1. https://chrome.google.com/webstore/detail/tg-miner-block/iomcmnojbebmjionkboendkbahihhaij?utm_source=chrome-ntp-icon 
2. https://addons.mozilla.org/en-US/firefox/addon/coinblock/?src=search 
3. https://chrome.google.com/webstore/detail/antiminer-coin-miner-bloc/abgnbkcdbiafipllamhhmikhgjolhdaf?utm_source=chrome-ntp-icon 
4. https://addons.mozilla.org/en-US/firefox/addon/cryptostop/?src=search 
5. https://chrome.google.com/webstore/detail/cryptostop/amncjiblhpopmnmcliddnlghifglabbb?utm_source=chrome-ntp-icon 
6. https://addons.mozilla.org/en-US/firefox/addon/nominers/?src=search 
7. https://chrome.google.com/webstore/detail/minerblock-

%D0%B1%D0%BB%D0%BE%D0%BA%D0%B8%D1%80%D0%BE%D0%B2%D1%89%D0%B8%D0%BA-
%D0%BC%D0%B0/jdkbipcangaabpfffdcffcneenkilajh?utm_source=chrome-ntp-icon 

8. https://addons.mozilla.org/en-US/firefox/addon/themineblock/?src=search 
9. https://chrome.google.com/webstore/detail/no-bitcoin-miners/boeoabmkdhmjbbdhhocnopfkikcpdffd?utm_source=chrome-ntp-icon 
10. https://chrome.google.com/webstore/detail/no-mining-block-coin-mini/hoafonbifbfcbhdconhnmcphpnplaekb?utm_source=chrome-ntp-icon 
11. https://chrome.google.com/webstore/detail/minerstop/ackjaljejiacdiifpdckacennamgadpf?utm_source=chrome-ntp-icon 
12. https://chrome.google.com/webstore/detail/crypto-miner-blocker/fekkecoifalagdiibmfnmjfmgmpblogb?utm_source=chrome-ntp-icon 
13. https://chrome.google.com/webstore/detail/miner-away/fogeciakcpgnbjjnacoddpofmlebchnn?utm_source=chrome-ntp-icon 
14. https://chrome.google.com/webstore/detail/coin-hive-blocker/ccagdbjcbhmcdcbbknfebhhdbolnfimo?utm_source=chrome-ntp-icon 

We can still add that the increase in the value of the various cryptocurrencies has in fact happened 
during the past year and has started to affect many people who have already invested in advanced 
computer stations aimed at mining, of course, there are alternatives to this way of earn and without 
undermining (among other things for everyone) that take the name of "faucet" or faucet sites 
(portals in which access can be a profit, like the site "Free Bitcoin" where there are winnings of 
about 0.00000226 BTC and where there is a jackpot and a referral or further profit by invitation 
to the game extended to others, see figure 6). 
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Figure 5. Free Bitcoin site (https://freebitco.in) 

Among the expenses, the graphics cards are the most requested and installed because more 
computing power is available and much less time will be needed to get to earn a nice nest egg and 
enrich the wallet, the historical moment is therefore not negligible to world level, not only, but it 
is also urgent to point out that the technology created and developed with cryptocurrencies is 
progressing more and more every day, even in the raw materials sector, that is, the one in which 
the "old" (including dollar). 

The blockchain is therefore the new Columbus’ egg; it works like a big electronic register that, 
however, does not present risks of any counterfeiting, besides it cuts the intermediation costs. Here 
is the future take the first steps: in the field of energy, as in the case of Italy, there have been strong 
and proven experiences in the exchange of electricity via blockchain (which is a list in constant 
and continuous growth of records called "blocks" connected to each other in safety through 
precisely the cryptography), with Enerchain, the platform implemented by Ponton that has 
obtained funding from twenty European utilities and it is not a little! 

Also on the Italian peninsula, Alan Silvestri (a Livigno dealer) together with his entire family, has 
even opened a shop for the sale of sporting goods (accessories) with the possibility of paying with 
the cryptocurrency currency, guaranteeing the anonymous transfer of coins with a consequent 
positive balance. 

One way to know the prices is the technical analysis at the market level that, naturally, would 
require specific technical skills and that is why online services like "TradingView" 
(https://uk.tradingview.com/ or https://it.tradingview.com/) were born, which collects expert 
analysis and provides aid for the sales and purchases. 

Results and Discussion 

Even if we are close to utopia it is worth saying that, despite everything, it seems we are about to 
come forward with a prophecy on the digital currency, in fact, many ask to pay with BitCoin to 
exchange money and pass the banks, remember that even in United States, exactly in the poor (and 
devastated by hurricanes) island of Puerto Rico, some men have recently enriched themselves with 
this coin and have not failed to openly manifest their dream, that is, found a criptocity and not pay 
any taxes (and this thanks to the decentralization and lack of competent authorities). It is a utopian 
reality that, however, re-proposes the thought behind the blockchain (to be clear: the decentralized 
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and distributed peer-to-peer network that allows the recording of data and agreements or 
contracts). 

Perhaps we are not far from hypothetical new tax havens, especially if we take into consideration 
possible facilitations and capital gains. 

The first step was the purchase of real estate for the purpose of building the new city by the 
founders of TokenCoin. 

The cryptocolonizers have then confirmed in the New York Times the intention to erect 
"Puertopia", so it should at least be called the BitCoin City. 

By now, you can also earn money from the smatphone playing with different Apps and the 
appearance of short commercials (among these there is "Blockchain Game" that makes money 
during the game by aligning the blocks). 

The virtual currency may not replace the classic payments, certainly, will assume ever greater 
importance in our future: just a year ago a BitCoin, in Europe, had a value of 900 euros and in 
December 2017 it had even reached 16,000 (even if at this time it fell to less than 10,000), however, 
to know and convert or calculate a small unit of currency “Satoshi” (as the pseudonym of Satoshi 
Nakamoto the unknown character creator of the cryptocurrency) in BTC I recommend visiting this 
site: http://satoshitobitcoin.co/ 

 
Figure 6. Satoshi site 

Among the sites to exchange currency visited is "Bitcoin Charts"(https://bitcoincharts.com/) 
because it shows the evaluation of Bitcoin on the main and most popular exchange sites, equally 
interesting is finally "Bitstamp"(https://it.bitstamp.net/) that allows the exchange ("Buy / Sell") 
with real coins and the opening of an account / a new account by selecting the button for 
registration (by mail you will then receive the credentials Client ID and Password to log in (a 
customer documentation will still be required). 

Remember that every day you can collect money online with a simple registration to some sites 
(for example: https://qoinpro.com/). 

There are several alternatives to BitCoin that are called, as already anticipated at the beginning, 
"Altercoins" and that work very similar to the first coin, among these "Litecoin" can be considered 
as a relative (almost a small brother) even if lower level but quite active, follows "Ripple" because 
treated by many lenders (just remember Unicredit) for transactions, therefore, "Monero" (whose 
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name in Esperanto indicates the currency), "Stellar Lumens" (used for transfers between different 
currencies) and "Iota" (which derives from a Berlin startup). 

Conclusion 

At the end of the presentation, we ask ourselves: which predictions or prophecies can be satisfied 
in 2018? Bitcoin certainly does not set limits and in the meantime some already have a slogan: "To 
the moon"! This reveals the great optimism that can not, however, hide probable and unpredictable 
fluctuations. 

Some say that online transactions are based on the honesty of the same, however, without 
specifying who or what we are actually talking to or who we refer to, then hope for hypothetical 
incentives that should be based on maximum profit (for this purpose we remember the theory of 
games). 

Among various factors, we must bear in mind that if we are able to do these things that we have 
analyzed and on which we have made our reflection, precisely, if the blockchain is a transaction 
log, how can we accurately determine the criteria valid for everyone? The databases, in fact, are 
connected to the type of cryptography applied and, consequently, to the true native digital 
resources but all this will not be feasible. 

There is currently a real online trading platform that, which can be accessed as a public or private 
customer, these are now willing to lose, but you remember that basically it is not real (here there 
is no fixed value and only a small part it is used for payments) and we can not consider these new 
coins as a real or a concrete commodity (it is also valid in bonds / shares: no one responds to the 
value). 

We will see in the near future who will therefore assume full responsibility for the new forms of 
online transaction. 
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Abstract 

For decades economists have devoted attention to issues of valuing public goods. However, such 
studies do not exist in case of Slovak economy. The aim of this paper is to evaluate willingness to 
pay (WTP) for agricultural landscape in Slovakia by using the Contingent valuation method. The 
research objectives prioritize how the public values agricultural landscape held by small and large 
farms. Majority of Slovak farms are identified large in size compared to the EU28. As shown by 
the results the WTP for landscape offered by large farms is 23.88 Euros per individual per calendar 
year. These results provide important insights for decision makers, policy makers and social 
scientists.   

Keywords: contingent valuation method, willingness to pay 

Introduction 

Market failure has enthused many administrations to design support programs which aim to 
improve the provision of agricultural public goods. Several countries, particularly developed ones, 
implement policies which support farmers in maintaining rural environment, landscape and other 
societal benefits. In the EU context, since the 1990s there has been a significant shift in the 
emphasis of the Common Agricultural Policy (CAP) in this direction. Instead of supporting 
commodity prices, the policy reforms have been redirected to integrate environmental aspects into 
the agricultural support programs. Different measures have been introduced (e.g. cross-
compliance, agro-environmental schemes; less favored area payments, Natura 2000) in order to 
give incentives to farmers to reduce farming practices which may have a negative impact on nature 
and landscape conservation. The recent European Commission communication on the future CAP, 
"The CAP towards 2020", aims to further strengthen and enhance these environmental objectives 
of the CAP (European Commission 2010). 

Landscape is one of the key public goods produced by agriculture. Farmers, by being involved in 
the production of traditional commodities, confer benefits on society by maintaining and creating 
rural landscapes through a combination of activities covering land use decisions, crop composition, 
and farming practices. Agricultural landscape is a complex good. The European Landscape 
Convention defines landscape as "an area, as perceived by people, whose character is the result of 
the action and interaction of natural and/or human factors" (Council of Europe 2000). Agricultural 
landscape is the visible outcome of the interaction between agriculture, natural resources and the 
environment, and encompasses amenity, cultural and other societal values. According to the 
OECD (2000), landscape can be considered as consisting of three key elements (i) landscape 
structures or appearance: including environmental features (e.g. flora, fauna, habitats and 
ecosystems), land use types (e.g. crop types and systems cultivation), and man-made objects or 
cultural features (e.g. hedges, farm buildings); (ii) landscape functions: such as places to live, 
work, visit, and provide various environmental services; and (iii) landscape values: concerning the 
costs for farmers of maintaining landscapes and the value society places on agricultural landscape, 
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such as recreational and cultural values. The value of the landscape is determined by different 
components, such as: biological diversity (e.g. genetic species and ecosystem diversity, 
agrobiodiversity); cultural and historical components (e.g. management of the natural landscape, 
buildings, traditions, handicrafts, stories and music), amenity value of the landscape (aesthetic 
value); recreation and access (e.g. outdoor recreation, skiing, biking, camping) and scientific and 
education interests (e.g. from archaeology, history and geography to plant and animal ecology, 
economy and architecture) (Romstad et al, 2000; Vanslembrouck and van Huylenbroeck 2005). 

In last few decades there has been a great deal of research attempting to value (to place a price on) 
agricultural landscape (e.g. Drake, 1992; Garrod and Willis, 1995; Hanley and Ruffell, 1993; 
Pruckner, 1995; Campbell, Hutchinson and Scarpa 2005). As landscape is a non-traded good its 
monetary value cannot be observed and thus is not available from traditional statistical sources. 
The literature therefore most often applies a stated preference (SP) approach by using survey-based 
methods to uncover consumers' willingness to pay (WTP) for landscape. The vast majority of these 
studies find that society positively values agricultural landscape. However, an important 
shortcoming of these studies is that nearly all studies on landscape valuations are concerned with 
valuing specific landscape in a particular location and this study focuses on Slovak republic 
therefore the results are comparable.  

Objectives and Methodology 

The main objective of the paper is: Appraisement of economic value of agriculture landscape by 
willingness to pay (WTP) method in Slovakia. Specifically the aim is to evaluate the landscape 
held by small and large farms in Slovakia and their value to respondents. How much respondents 
are willing to pay for agriculture landscape and countryside and which farms have higher 
preferences: small or large. 

The contingent valuation method (CVM) is widely used to measure the value of environmental 
public goods. The CVM uses surveys questions to elicit people's preferences for public goods by 
finding out what they would be willing to pay for them. It presents consumers with hypothetical 
opportunities to buy public goods, thus circumventing the absence of real market for them. The 
method is thus aimed to eliciting their willingness to pay (WTP).  Respondents to CV surveys may 
also be asked what level of compensation they would be willing to accept for a loss.  

During the personal interview conducted face to face, respondents are presented with materials, 
which consists of three parts: 

• A detailed description of the goods being valued and the hypothetical circumstance under 
which it is made available to the respondent. The researcher construct a model market in 
considerable detail which is communicated to the respondent in the form of a scenario that 
is read by the interviewer during the course of the interview. The market is designed to be 
as plausible as possible. It describes the goods to be valued, the baseline level of provision, 
the structure under which the good is to be provided, the range of available substitutes, and 
the method of payment. In order to trace out a demand curve for the good, respondents are 
usually asked to value several levels of provision. 
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• Questions which elicit the respondents' willingness to pay for the goods being valued. These 
questions are designed to facilitate the valuations process without themselves biasing the 
respondent's WTP amounts.  

• Questions about respondents' characteristics (for example, age, income, occupation etc...), 
their preferences relevant to the goods being valued, and their use of the goods. This 
information, some of which is usually elicited preceding and some following reading of the 
scenario, is used in regression equations to estimate a valuation function for the good. 
Successful estimations using variables which theory identifies as predictive of people's 
willingness to pay are partial evidence for reliability and validity. 

The aim of the questionnaire is to find out value of the agricultural land to the public. Maintenance 
of agricultural land is carried out mainly by farms (family farms, cooperatives, or large agricultural 
farms). Slovak agriculture is characterized by large enterprises (cooperatives) to cultivate large 
areas of farmland. The total agricultural land in Slovakia is around 2 million hectares. 
Questionnaire consists of 23 questions which are divided into 4 parts. The first question is focused 
to find out the priority of respondents, to which areas   the Government should spend money from 
the state budget. Interviewees must sort the list of the following areas, health, education, 
agriculture and rural development, prevention of criminals, environmental protection, art and 
infrastructure according to their preference that should be the most subsidized by the state. The 
second part contains 4 questions which refer to opinion on the agriculture and rural development 
in general. In these questions, respondents must choose one of five options which are as follows: 
strongly disagree, disagree, strongly agree, agree, and do not know. The following third section 
evaluates the agricultural land. Section contains 5 questions.   

The aim of the questionnaire is to valuate agricultural land which includes the following elements: 

• scenic value of agricultural land 
• preservation of agricultural land for future generations  

Empirical Model 

In this paper, it is shown that it is possible to consistently estimate mean WTP by using ordinary 
least squares (OLS), which do not need to specify the probability distribution of WTP. The 
estimation model proposed in this paper does not risk making specification errors. Moreover the 
linear projection is very simple and easy to handle. 

Let y = 1 (resp.  y = 0) if a respondent says "yes" (resp. "no") to each bid t and S(t) ≡ Pr(WTP ≥ t) 
be a survival function of WTP. We define S(0) ≡ 1, S(B) ≡ 0, and WTP is continuously distributed 
in [0,B]. In this setting, E(y│t) = Pr(y = 1│t) = Pr(WTP ≥) = S(t) because y is a Bernoulli random 
variable. Using this relation, mean WTP can be calculated as 

!(#$%) = 	) *(+),+ = ) !(-|+),+																																																																																																						(1)

0

1

0

1
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Let’s consider the following linear projection (2). 

1

2(+)
- = 345 + 7, !(7) = 0, !(37) = 0																																																																															(2) 

where β is the projection parameter vector (β0, β1)’, v is the projection error, and f(t) is the density 
of bid t. Suppose t is distributed in [0,B] and f(t)≠0 in this area. This assumption is acceptable 
because the distribution of a bid can be controlled. Because E(y│t) = x’βf(t) + E(v│t)f(t) by (2), 
E(WTP) is calculated by (1) as the following (3). 

!(#$%) = ) 3452(+),+ + ) !(7|+)2(+),+ = ) 3452(+),+

0

1

0

1

0

1

																																																									(3) 

By changing β in (3) to 5<  which is a estimator by regressing =

>(?)
- on x, we can estimate E(WTP) 

as the following 

!@(#$%) = ) 345<2(+),+																																																																																																																											(4)
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Where 5<  is a OLS estimator by regression =

>(?)
-	on 3; 

5 = (BC= ∑ 3E	3E′
G
EH= )C= IBC= ∑ 3E

G
EH=

JK

>(?K)
L                                                                                  (5) 

Index I shows a observation I and n is the total number of a sample. Because 5<  is a consistent 
estimator of 5M, !@ (WTP) is also a consistent estimator. Generally, we cannot calculate (4) as 
closed form, so we have to calculate (4) numerically to get !@(WTP). 

In this simulations, the non negative dependent variable -E  is generated so that Pr(-E	= 0) is 
substantial and  

! (-E 3E⁄ ) = O3P(3E
`5)                                                                                                                  (6) 

where 3E is vector of regressors. In particular, -E is generated as a finite mixture model of the form  

-E = ∑ RES
TK

SH=
                                                                                                                                 (7) 

where UE ≥ 0 is the number of components of the mixture, and RES is a continuous random variable 
with support in VW and distributed independently of UE. 

Besides being computationally convenient, this data generation scheme has a natural interpretation 
in the context of trade data. Indeed, UE can be understood as the number of respondents RES 	and 
the answers by amount of money willing to pay by inhabitant j.  
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It is possible to conclude that 

! I
JK

XK
L = 	! I

TK

XK
L!	 I

YKZ

XK
L																																																																																																																															(8) 

Therefore, if !(UE/3E) = exp (3E4\) and E(RES/3E) = exp (3E4]), we have that !(-E/3E) = exp (3E45) 
with 5	 = 	\ + ] 

Draws of RES can be obtained from any continuous distribution with support in VW, like the gamma, 
lognormal or exponential distributions. However, due to it’s additively, the gamma distribution is 
particularly suited for simulations and it is used here.  

Determinants of the Stated Willingness-to-pay 

Variables expected to determine the stated willingness-to-pay include: the respondent's income, 
the frequency of visiting the environmental goods, environmentally and spatially-related 
preferences expressed by the respondent and the respondent's attitude to environmental goods, 
respondent's age, gender, education and employment. 

Table 1. Summary Statistics 
Variable Description Units Obs Mean Std. Dev. Min Max 
big_farms WTP for large farms Euros 406 1.633 6.317 0.000 50.000 
small_farms WTP for small farms Euros 406 1.542 6.947 0.000 80.000 
Income monthly income Euros 406 545.824 364.303 50.000 1950.000 
Education educational level; 5 categories categories 406 4.121 0.839 1.000 5.000 
Family size Number of family members  individuals 406 3.65 1.36 1.000 7.000 
Age Respondent's age; 6 age cohorts categories 406 2.872 1.400 1.000 6.000 
Employment Respondent's working status; 1 

if working and 0 otherwise 
dummy 406 0.700 0.459 0.000 1.000 

Place 1 if urban household and 0 
otherwise 

dummy 406 0.468 0.500 0.000 1.000 

The model is specified as follows: 

WTP = β0 + β1age + β2gender + β3education + β4income + β5employment + β6place 
+	β_familysize +	ei                                                                                                                      (9) 

The dependent variable shows the questionnaire participants desire to pay money to secure the 
existing large size farmlands. Non economics variable as mentioned in the equation are discussed. 
The model specification was based on similar studies in accordance to compare results (e.g. 
Bergstrom and Ready, 2009). Participants were categorized into six segments. The age categories 
are 18-29, 30-39, 40-49, 50-5, 60-69 and above 70. The education of the respondents were divided 
into 5 categories. Namely, without education, elementary education, secondary education, 
vocational training and university education.  The incomes of participants were categorized using 
their average income levels and further each category of earnings used the center point of their 
earnings. With respect to their type of employment the participants were firstly put in to two 
groups. First, group of participants who are employed wither full or part time. Secondly, the 
participants who are unemployed due to many reasons in nature such as health issues, retirees, 
studying in fulltime education. Binaries were used with respect to the areas of participants’ living. 
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People who lived in towns and cities were binary 1 whereas people who lived in village rural area 
as 0. 

The questionnaire survey was taken in the cities of Nitra and Topolcany and in surrounding 
villages. The interviews were taken in two stages and all together were interviewed 406 
respondents. In the first stage 202 people answered the questionnaire and in the second stage it 
was 204 people who answered the questionnaire.    

Findings 

In the first part of the interview respondents were asked hypothetical question. They were supposed 
to assume that agriculture will stop existing and how it can affect certain areas in agricultural 
landscape.  

Table 2. Distribution of Respondents According the Answers 

  

Country 
would be less 
attractive 

Rural 
economy 
suffers 

The rural 
population 
suffers 

Fewer people 
visit the 
countryside 

Environmental 
quality will 
improve 

Conditions for 
wildlife will 
improve 

Strongly 
disagree 5% 1% 2% 4% 18% 14% 
Disagree 18% 7% 9% 26% 43% 27% 
Agree 53% 47% 47% 31% 12% 19% 
Strongly 
agree 16% 39% 35% 14% 8% 9% 
Do not 
know 9% 6% 6% 25% 20% 31% 

 

Majority of respondents (53%) agree with the statement that countryside would be less attractive. 
Another 16% of respondents strongly agree with the above statement. Only 5% of respondents 
strongly disagree that countryside would be less attractive and 18% disagree with this statement. 
Another question considers that rural economy would suffer. With this statement again most of 
the respondents agree 47% and strongly agree 39%. Just 1% of respondents strongly disagree and 
7% agree. Even in third part most of the respondents agree 47% that rural population would suffer 
plus 35% strongly agree. Again low percentage of respondent strongly disagree 2% and disagree 
9%. Respondents were not so sure about less visits to the countryside. Even though again most 
respondents agreed 31% only 14% strongly agree but 26% of respondents disagreed with this 
possibility and 25% didn’t know. In next part first time appeared higher percentage of respondents 
who disagree 43% and 18% strongly disagree that environmental quality will improve. Lower 
percentage or people agreed 12% and 8% strongly agreed, plus 20% don’t know about 
environmental part. The last section of this hypothetical question considered that conditions of 
wildlife will improve. But in this case respondents were bit confused and that is why most of them 
31% answered don’t know.  

Regarding the willingness to pay for the large farms, participants were willing to pay 23.88 
euro/per person/per year. Most of the respondents 70% were not willing to pay anything for 
agriculture landscape. 28% of respondents were willing to pay 12 - 240 euro/per person/per year. 
The smallest amount of respondents only 2% were willing to pay more than 240 euro/per 
person/per year.  
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Willingness to pay for the small farms was 24.60 euro/per person/per year. Most of the respondents 
71% were not willing to pay anything for agriculture landscape. 27% of respondents were willing 
to pay 12 - 240 euro/per person/per year. The smallest amount of respondents only 2% were willing 
to pay more than 240 euro/per person/per year.  

By comparing previous results respondents who were interviewed are willing to pay 0.72 euro/per 
person/per year more for the small farms than for large farms. After gathering data and 
summarizing the results of the questionnaire we conducted a regression analyses of the willingness 
to pay for large and small farms. The results are provided in the tables 3 and 4, respectively. Table 
3 illustrates the regression results with robust standard errors for the estimated willingness to pay 
for large farms of all respondents. 

Table 3. Regression Results for Large Farms 
 OLS Poisson Negative bin. Reg. 
Variable Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. 
ln_income 0.18** 0.09 0.48** 0.23 0.47** 0.22 
Education -0.02 0.04 -0.08 0.13 -0.07 0.13 
Familysize -0.01 0.03 -0.03 0.08 -0.03 0.08 
Age -0.12*** 0.04 -0.36*** 0.10 -0.35*** 0.10 
Employment -0.10 0.12 -0.12 0.31 -0.15 0.34 
Place 0.11 0.08 0.32 0.23 0.33 0.22 
_cons -0.25 0.52 -2.74* 1.57 -2.67** 1.30 
/lnalpha - - - - 0.49 0.25 
Alpha - - - - 1.64 0.41 
R-squared (Pseudo) 0.057 - 0.062 - - - 

 

Note: *P(<0,1); **P(<0,05); ***P(<0,01). 

All of the variables have small effect. Model is statistically significant (p-value <0.05). The 
variable income is statistically significant at alpha 0.05. This means that for each one-unit increase 
in income, the expected log count of the amount of money the person is willing to pay for the 
current agricultural landscape increases by 0,47. The variable age is statistically significant at alpha 
0.01. This means that for each one-unit increase in income, the expected log count of the amount 
of money the person is willing to pay for the current agricultural landscape decreases by 0.35. 

Table 4 illustrates the regression results with robust standard errors for the estimated willingness 
to pay for small farms of all respondents. 

Table 4. Regression Results for Small Farms 
 OLS Poisson Negative bin. Reg. 
Variable Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. 
ln_income 0.04 0.08 0.08 0.22 0.07 0.20 
Education 0.04 0.04 0.14 0.15 0.16 0.14 
Familysize -0.04 0.03 -0.11 0.09 -0.09 0.08 
Age -0.11*** 0.03 -0.35*** 0.09 -0.36*** 0.09 
Employment -0.02 0.10 0.09 0.30 0.15 0.32 
Place -0.06 0.08 -0.19 0.24 -0.21 0.23 
_cons 0.45 0.51 -0.85 1.36 -0.94 1.12 
/lnalpha - - - - 0.54 0.23 
Alpha - - - - 1.72 0.39 
R-squared (Pseudo) 0.05 - 0.16 - - - 

Note: *P(<0.1); **P(<0.05); ***P(<0.01). 
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Again all of the variables have small effect. Model is statistically significant (p-value <0.05). The 
variable age is statistically significant at alpha 0.01. This means that for each one-unit increase in 
income, the expected log count of the amount of money the person is willing to pay for the current 
agricultural landscape decreases by 0.36. 

Conclusions 

The research assumes and tries to prove that individuals living in towns and cities are more prone 
to pay for landscape. The research anticipates that participants residing in towns and cities will 
express their willingness to pay for cultivation land nevertheless they are large or small in size. 

After running a regression the research concludes that where participants place of home is also a 
factor that influence their likeness to pay for landscape. Further, the town and city citizens are 
extremely willing to pay for farmlands which are with high hectares. The earnings of the 
participants and their attained schooling level makes a considerable correlation for their 
willingness to pay. The research anticipates the participant who carries a higher level of knowledge 
due to his/her education will be highly willing to pay as opposed to those individuals who have 
gained basic or no education. The same consequences expected with individuals with higher 
earnings and lower earnings. 

After looking at various geographic regions in Slovakia it is eminent that Nitra is more established 
region in terms of cultivation. The protection of land in this area is often attached to cultural and 
ecological aspects. The research data analysis concludes the most prominent factor for WTP is the 
earnings of the individual participants. Even though Slovakia is not a poor country due to low 
levels of earnings by people living in rural areas they are very careful of spending. This is due to 
the fact of tight disposable income levels. Some other researches however said earnings are not 
correlated to WTP. In addition higher knowledge individual appreciate the view than people with 
no or little education. The research anticipates these two factors have some interconnectedness. 
Which means people who had university or other high knowledge accumulation are likely to have 
higher earnings.  

From the analysis of this paper it is eminent that there are no significant changes in socio-
demographic items of the respondents. Age of the participants were around the age of 50 and been 
woman. Mainly the participants were from village areas.  

Even though there are several different opinions on the planed tax rate increase in according to 
increase the quality of agriculture, the research could estimate the normal willingness to pay for 
landscape. As mentioned in the research majority of the farm size been large and the WTP for 
those large lands are 23.88 Euros per individual per calendar year. However, over 2/3 of the 
participants said they are unwilling to pay for agricultural landscape. 28% almost all the rest 
mentioned willingness to pay between 12-240 Euros annually. The 2% of the participants were 
delighted and willing to pay over 240 Euros per year. There are several prominent factors affected 
the WTP of individuals. The most prominent factor been age. Young participants were willing to 
pay more than the elderly. Further, respondents with higher earnings had the motivation and 
willingness to secure landscape and was willing to pay more. Additionally people living in cities 
and town who were missing the relax atmosphere were much more WTP. 
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To conclude the results and observations it is imminent citizens of Slovakia do not concern the 
value of public goods and preservation of agricultural landscape. 
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Abstract 

MBA programs are key to developing effective global leaders. After carefully examining and 
defining global leader and global leadership, this study explores the characteristics of MBA 
programs in the Caribbean and Central America. It focuses on assessing programs based on 
availability, program quality, program length, entry requirements, cost, target markets and courses 
in the curriculum. The aim is to determine how effective the MBA programs are at preparing 
participants for leading change and making a positive impact on international businesses. The 
methodology examines 34 MBA programs in the Caribbean and Central America. An analysis was 
conducted to determine the similarities and differences in characteristics of each program. The 
findings highlight that a Master of Business Administration (MBA) comes in many forms and 
fashions. The MBA degrees show specific teaching and learning in core areas like accounting and 
finance, marketing and market research, leadership and human resources management, and 
operation and logistics management; with specializations and concentrations designed to meet 
unique fields of study. The conclusion highlights similarities in entry requirements across the 
board, with some organizations providing full-time and/or part-time options of study. It was 
recognized that the courses offered in the respective 34 programs do not differ significantly in 
course loads and course descriptions. However, more needs to be done to ensure that leadership 
education is more prevalent in the MBA programs in the Caribbean and Central America. The 
authors proposed two approaches to integrating leadership into MBA programs; the Workshop 
Model and the Achieving Styles Inventory.   

Keywords: education, Americas, leadership, integration, ranking, model 

Introduction 

In their article What is Global Leadership? the authors posited that although there has been a 
clarion call for global leaders to address challenges faced by many international organisations, and 
despite several scientific contributions made to understanding the term ‘global’, ‘global leader’ 
and more so the scope of ‘global leadership’, there is still no common conception of the three 
terms. This therefore suggests that there may be a risk of knowledge development in that area 
(Reiche, Mendenhall, Bird, & Osland, 2013). 

Leading others globally is a complex task, requiring one to possess certain qualities and skills such 
as flexibility, cultural awareness, among others. In addition to the complexity of the job, a global 
leader also needs to develop the mindset and skill set required to succeed in this complex 
environment, be effective in leading people across cultures, time zones, distances and complex 
organizational structures like matrix and have the understanding that they play a role in 
transforming not only their companies, but also the societies in which they operate. Moreover, in 
their definition of ‘global leader’, Reiche, Mendenhall, Bird, & Osland (2013) highlighted that 
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“research shows that global leaders share three common characteristics: they have a global 
mindset which allows them to connect across boundaries, they are global entrepreneurs driven to 
create new solutions and seize opportunities, and they are global citizens inspired to contribute to 
the communities they touch.” With this, our definition of global leadership is leading others (teams 
or individuals) who are based in international and multicultural contexts, engaging with many 
groups of diverse stakeholders and individuals, to complete tasks and to meet goals (Financial 
Times, n.d.). The question now becomes how does one acquire the requisite skills of a global 
leader? 

Literature Review 

MBA Education 

The MBA degree originated in the United States in the early 20th century. Some of the drivers to 
the MBA programs include: demographic changes, information technology communication, 
globalization, new venture creation opportunities, and competition among management education 
(Thomas, 2007). The MBA programs usually comprise of core courses and elective 
courses/concentrations for further specialization. Graduate business course work addresses issues 
through: theoretical, analytical, and practical discourse (Kachra & Schnietz, 2008). Key to the 
development and selection of MBA programs are based on the program relevance to students, 
businesses and society (Muff, 2012). This was further supported by Temtime & Mmereki (2011) 
who posited that MBA students were interested in programs that offer management skills and 
career development opportunities. While Contreras & Ruff (2002) investigated whether the 
demand for MBA graduates in a Latin American environment was being satisfied by existing MBA 
programs. Whereas, Ma & Trigo (2011) highlighted that the significance of MBA education is 
linked to producing participants that can operate in a multi-cultural context. Which was further 
developed by Thomas, Martin, & Riggio (2013) when they highlighted strategic leadership as a 
need for participants of MBA programs, who are more and more being required to operate in a 
globalized environment.   

Higher Education and MBA Programs 

Higher education is a key sector in any nation, as it contributes to the success, prosperity and 
economic development of that country by nurturing professionals on all levels; i.e. it is associated 
with the quality of its human resource and their intellectual capabilities. One essential element of 
higher education is that of the popular Master of Business administration (MBA). This degree 
program functions as a postgraduate qualification in business management and is internationally 
recognized, especially in the UK, US, Australia, and Asia. Furthermore, acquiring an MBA in 
many quarters is seen as a ticket to senior managerial positions and the possibility of promotion 
opportunities and earning higher salaries than their counterparts (Gander, 2015). Research 
conducted on the impact of MBA programme attributes on post-MBA salaries, support that 
persons enroll in an MBA program with the hope of earning a higher salary. Their findings 
demonstrated that higher post-MBA salaries are associated with pre-MBA salaries (Elliot & Soo, 
2016). 

In its general sense, higher education entails training from a post-secondary institution, to prepare 
individuals for employability. Employers seek persons with certain professional skills like critical 
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and analytical thinking skills, decision-making skills, communication skills, teamworking skills, 
ethical judgment, etc. However, research on higher education and professional graduates’ 
employability status in India, found that in many cases, when corporate personnel visit colleges 
for campus placements, “the students of professional courses do not meet the requisite skills 
desirable for the professional world, thus making them unemployable in several sectors of the 
corporate industry”; i.e. they lack employability skills (Dhingra, 2017). Further, Wellins & Sinar 
(2016) conducted a study of how MBA programs make great leaders and where they fail, by 
assessing 15,000 leaders across 300 companies in 15 countries, both undergraduate and MBA, on 
different leadership skills: financial acumen, business savvy, compelling communications, driving 
execution, driving for results, entrepreneurship, influence, and inspiring excellence. Their findings 
indicated that although both groups did well on several leadership skills, the MBA graduates 
consistently outperformed undergrads in classical business skills: financial acumen (+12%), 
business savvy (+6%), and strategic decision making (+6%). However, they fell short on 
interpersonal and inspirational skills including: coaching (-3%), results orientation (-6%) and 
visionary leadership skills (-7%). 

Additionally, most employers consider the average graduate to be deficient in many professional 
skills previously mentioned. With a focus on more core business activities, many employers forgo 
training their employees, with the expectation that the higher education institutions would produce 
“oven ready” graduates to be adequately placed in corporate workplaces (Dhingra, 2017). 

In considering the value of the MBA to employers, Gander (2015) notes that the MBA aids in 
recruitment, in that “… they provide a framework to vet applicants easily and quickly and provide 
a guarantee of standards in the level and scope of education.” Additionally, they provide 
firms/business with human capital like knowledge, skills and capabilities that are to be used for 
corporate gain. 

Therefore, given the function of higher education, institutions of the like can contribute to bridging 
the skills gap to producing quality, highly skilled/trained professionals who would enter the labour 
market and in addition to improving the company’s turnover rate, would also contribute to the 
country’s overall success and prosperity. 

The Status of MBA Programs 

With the significant increase in the number of MBA academic programs, much debate has erupted 
over the quality of these programs. The literature has highlighted a barrage of criticism and 
questions regarding the academic quality of such programs which has come about due to the influx 
of new MBA programs. This study compares various MBA programs in the Caribbean and Central 
America; and discusses the level of effectiveness of these programs in preparing Caribbean and 
Central American students for leading change and making a positive impact in the international 
business arena. While past experiences in leadership roles is essential for business executives, 
directly teaching leadership has often been overlooked in MBA education (Datar, Garvin, & 
Cullen, 2010).  

A general overview of MBA programs highlights that they are being offered through various 
options: full-time MBA, part-time MBA, executive MBA, and online MBA modes; with varying 
entry levels such as cost, qualifications, and other parameters to gain entry into the program 
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(Heslop & Nadeau, 2010). The recognized core curriculum in the MBA programs is a set of 
common courses required by all graduates and considered the necessary general education for 
students. These core curriculum courses expose students to various areas of business such as 
accounting and finance, marketing and market research, leadership and human resources 
management, and operation and logistics management. With concentrations and tracks allowing 
for more focused studies in specialized areas, indicating a shift from traditional MBA programs to 
specialized programs (Goldgehn & Kane, 1997; Johnson, Thomas, & Peck, 2010). However, 
Bennis & O'Toole (2005) posits on the failure of business schools to produce graduates with 
competencies that allow for successful functionality in a global business environment. A case was 
also made for the enhancement of MBA curriculum with multi-disciplinary content which is more 
in-keeping with the needs of graduates (Bennis & O'Toole, 2005).  

This consideration of the state of higher education as it relates to MBA programs is since limited 
research exists in this field for Caribbean and Central American nations. The expectation is that 
such research can inform the educational sector’s policymaking and practice. The dynamics across 
these realms has also been informed to some extent by identification of the challenges and 
opportunities facing MBA graduates worldwide. 

MBA Education in Caribbean and Central America 

The Caribbean and Central American Region is commonly recognized as an area of islands and 
mainland countries touching the Caribbean Sea. The Caribbean is the region roughly south of 
the United States, east of Mexico and north of Central and South America, consisting of the 
Caribbean Sea and its islands. While Central America is the southernmost part of North America 
on the Isthmus of Panama, that links the continent to South America and consists of the countries 
south of Mexico: Belize, Guatemala, El Salvador, Honduras, Nicaragua, Costa Rica, and Panama 
(Blouet & Blouet, 1997). They share a common geographical and climatic area as well as a 
complex cultural background. The region is considered part of the developing world and as such 
has formed the basis of this study, to explore the MBA programs in the Region that are geared 
towards developing global leaders that can successfully take the Region and its businesses into the 
next century. This study is important as many parts of this Region still suffer from educational 
exclusion, with many youths having high risk of dropping out at all levels of educational 
attainment, thus creating a very small pool for leaders to emerge.  

However, there are still many reasons why students choose to pursue MBAs in the Region. Dailey, 
et al. (2006) in their study set out to determine the reasons why students pursue an MBA, and 
recognized themes such as “need for knowledge,” “general business knowledge,” “valuable 
business credential”. While Carrel & Schoenbachler (2001) in their examination of students 
considering an EMBA based decisions on considerations as personal, academic, and financial. 

A further trend observed in MBA education in the Caribbean and Central America is that of tertiary 
institutions and other smaller training institutions offering MBAs and other graduate degrees based 
on a contractual relationship with foreign universities and institutions. These franchise like or 
licensing arrangements have grown in popularity and are seen to offer greater flexibility (online 
options), lower costs (reduced overheads), a wider Faculty arrangement (more specialist teaching), 
lot more resources (greater journal access) and time advantages (allow for part-time work) to 
students of business.    
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MBA Program Ranking 

Much has been discussed in the literature about MBA Program rankings; with many institutions 
praising and criticizing methods. However, it is recognized that typical criteria used to cross 
reference similarities and differences among programs is based on factors linked to the quality of 
business school, the diversification of the faculty, and the relevance of the course offerings. It is 
observed that many of the methods for generating information for the rankings differ: the U.S 
News and World Report (NWR), Best Colleges Ranking criteria and weights ranking collected 
information from Deans, Program Directors and Senior Faculty (Best Colleges Ranking Criteria 
and Weights, 2017); the Business Week ranking conducts surveys of students and recruiters 
(Nasiripour, 2017); The Financial Times survey Alumni and take into consideration information 
from the business school (Business Education, 2017); and the Economist surveys business schools, 
students and recent graduates (Which MBA?, 2018). The criteria and factor weights for ranking 
was also observed to vary significantly across rankings: the U.S NWR used a weighted formula 
with graduation and retention rates (22.5%), academic reputation (22.5%), faculty resources 
(20%), student selectivity (12.5%), financial resources (10%), and graduation rate performance 
(7.5%), (Best Colleges Ranking Criteria and Weights, 2017); the Bloomberg Business Week used 
a weighted formula with employer survey rank (35%), alumni survey rank (30%), student survey 
rank (15%), salary rank (10%), and job placement rank (10%), (Nasiripour, 2017); The Financial 
Times considered information on salary and employment statistic ( (Business Education, 2017) 
and the Economist focused on, open new career opportunities (35%), personal 
development/educational experiences (35%), increase in salary (20%), potential to network (10%) 
(Which MBA?, 2018). While this list of Program rankings is not exhaustive, it represents some of 
the key rankings considered by schools and students alike. It should also be noted that other criteria 
that should be considered for ranking should include exposure to students of relevant materials, 
relevant faculty research, number of spin-offs and research funds awarded. Thus, the focus on how 
well the programs prepare graduates for job success is of paramount importance.  

Methodology 

For this study, the authors examine the MBA programs in the Caribbean and Central America. As 
many of these MBA programs are not ranked, other criteria for selection was used. Criteria for 
Business schools, Centers or Institutes was based primarily on the organization being focused on 
higher education teaching, research, policy analysis, or related activities. Other criteria included 
being recognized as a credible organization with full time faculty and an assigned budget. The 
organizations identified were cross referenced with information provided by Keystone Academic 
Solutions (2018), which is a reputable organization with 13 years of experience in international 
student recruitment. In parallel with this approach to scanning the landscape for higher education 
organizations offering MBAs, the author considered expert opinions of other educators and 
publication listings in the selection of programs around the Caribbean and Central America to 
include as many relevant higher education organizations, in as many languages as possible. 

Sample 

An assessment was done to filter the most popular programs in the Region and their respective 
features. The sample was made up of 34 MBA programs: 18 MBA programs part-time and 16 
EMBA programs as shown in Table 1.  
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Table 1: MBA Programs in Caribbean and Central America 
Program Name University Name 
MBA (18) 

 

MBA International Business UNIVERSIDAD METROPOLITANA (UMET) 
MBA Management UNIVERSIDAD METROPOLITANA (UMET) 
MBA Finance UNIVERSIDAD METROPOLITANA (UMET) 
UCC MBA UNIVERSITY OF THE COMMONWEALTH CARIBBEAN 
MBA INTER AMERICAN UNIVERSITY OF PUERTO RICO 
MBA with Specialization in Marketing 
and Sales 

UNIVERSIDAD ANA G. MÉNDEZ 

MBA KEISER UNIVERSITY LATIN AMERICAN CAMPUS 
IMBA LA UNIVERSIDAD LATINA DE COSTA RICA 
MBA LA UNIVERSIDAD LATINA DE COSTA RICA 
MBA UNIVERSITY OF THE VIRGIN ISLANDS 
MBA - Master in Administration IESA - INSTITUTO DE ESTUDIOS SUPERIORES DE 

ADMINISTRACIÓN 
MBA UNIVERSITY OF PUERTO RICO RIO PIEDRAS 
MBA THE UNIVERSITY OF THE WEST INDIES - MONA SCHOOL 

OF BUSINESS & MANAGEMENT 
MBA THE UNIVERSITY OF THE WEST INDIES - CAVEHILL 

SCHOOL OF BUSINESS & MANAGEMENT 
IMBA THE UNIVERSITY OF THE WEST INDIES - CAVEHILL 

SCHOOL OF BUSINESS & MANAGEMENT 
IMBA THE UNIVERSITY OF THE WEST INDIES - ARTHUR LOK 

JACK SCHOOL OF BUSINESS & MANAGEMENT 
Global MBA IESA - INSTITUTO DE ESTUDIOS SUPERIORES DE 

ADMINISTRACIÓN 
MBA  ST. GEORGES UNIVERSITY 
EMBA (16) 

 

European Executive Officer MBA ADEN CAMPUS GUATEMALA 
Flexible Executive MBA ADEN CAMPUS REPUBLICA DOMINCANA 
European Executive Officer MBA ADEN CAMPUS REPUBLICA DOMINCANA 
European Executive Officer MBA ADEN CAMPUS PANAMÁ 
European Executive Officer MBA ADEN CAMPUS SALVADOR 
Executive Master of Business 
Administration Degree-Jamaica 

UNIVERSITY OF NEW ORLEANS COLLEGE OF BUSINESS 
ADMINISTRATION 

Flexible Executive MBA ADEN COSTA RICA 
Master in Management For Executives IESA - INSTITUTO DE ESTUDIOS SUPERIORES DE 

ADMINISTRACIÓN 
European Executive Officer MBA ADEN COSTA RICA 
Flexible Executive MBA ADEN CAMPUS PANAMÁ 
Commonwealth EMBA  UNIVERSITY COLLEGE OF THE CARIBBEAN 
Flexible Executive MBA ADEN CAMPUS GUATEMALA 
Flexible Executive MBA ADEN CAMPUS SALVADOR 
EMBA THE UNIVERSITY OF THE WEST INDIES - CAVEHILL 

SCHOOL OF BUSINESS & MANAGEMENT 
EMBA THE UNIVERSITY OF THE WEST INDIES - MONA SCHOOL 

OF BUSINESS & MANAGEMENT 
EMBA THE UNIVERSITY OF THE WEST INDIES - ARTHUR LOK 

JACK SCHOOL OF BUSINESS & MANAGEMENT 

Further, an analysis was conducted to determine the similarities and differences in characteristics 
of each program. Finally, the study discusses the level of usefulness of these programs in preparing 
Caribbean and Central American students for leading change and making a positive impact in the 
international business arena.  
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Findings 

The study shows that a Master of Business Administration (MBA) comes in many forms and 
fashions. It is a graduate degree attained at the tertiary level that provides theoretical and practical 
training to prepare graduates with a better understanding of the general business management 
functions. A review of the programs show that the organizations provide full-time and part-time 
options of study: 12 full-time only, 12 full-time and part-time, and 10 part-time only. 

The entry requirements in the 18 MBA programs observed highlighted the majority (61%) need a 
Bachelor’s degree with GPA in good standing (above 2.5) or the equivalent of at least 3-5 years’ 
work experience to enter as a matured student with related experience; while the entry 
requirements of the 16 EMBA programs observed highlighted having a degree and being a 
professional with a minimum of 3 – 7 years’ experience in senior positions was required by the 
majority (75%) of the organizations. While only one of the 34 programs stipulated the need for 
GMAT or GRE scores. GRE is a recognized admissions test for most typical graduate programs 
both MBA and non-MBA; while GMAT scores are viewed as a commitment to pursuing an MBA. 

The MBA degrees show specific teaching and learning in accounting and finance, marketing and 
market research, leadership and human resources management, and operation and logistics 
management. Based on the sample of 34 programs observed, the research findings of the MBA 
Program give credence based on the syllabi to the development of Caribbean and Central American 
leaders; with 26 (76%) programs offering courses in leadership. Within these classes, students 
learn how to challenge perceptions about being a leader & values that shape them while thinking 
differently; basically, preparing them for the international arena. Further, students are more 
prepared and in-depth with problem-solving skills and social judgment skills. 

It was recognized that the courses offered in the respective 34 programs do not differ significantly 
in course loads and course descriptions. Most (94%) of the 34 programs had a standard strategic 
focus geared towards empowering participants, while providing quality education, research and 
leadership. While one of the main peculiarities of the MBA programs was linked to number of 
supporting workshops to be covered and the number of non-credit courses, which are deemed 
necessary to support the development of practical and academic skills crucial for MBA graduates. 
It was observed that 34% of the programs offered three or more specializations or concentrations. 
While on average, the programs required completion of 42-45 credits.   

Approaches to Integrating Leadership in MBA Programs 

The findings show that as higher education institutions in the Caribbean and Central America strive 
to educate students to meet the needs of an increasingly complex world, there is great importance 
in finding suitable frameworks to enhance preparation of global leader ready graduates. This 
section highlights two possible models for integrating leadership into MBA programs. In light of 
the findings, this study which explores leadership development and how institutions of higher 
education can enhance their leadership capacities of students continues be a challenge; thus two 
possible models for integrating leadership into MBA programs are highlighted below. 
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The Workshop Model 

Leadership is a very essential element of any MBA program; however, providing the training in 
an effective way has proven to be challenging for many higher education institutions. Based on 
extensive research of business education and interviews with deans of business schools, executives 
and MBA students, Datar, Garvin, & Cullen, (2010) argue that in order for business education to 
remain relevant, they should consider emphasising the development of leadership skills and utilize 
new pedagogies, including experiential learning. They proposed a peer-led team learning coined 
the Workshop Model.  

The Workshop Model was first implemented at the Simon School of Business at the University of 
Rochester in 2009 for two core courses in their full-time MBA program. The Model as explained 
by Dobson, Frye, & Mantena, (2013) has different elements including the weekly leader-training 
seminars, the workshops and the feedback sessions. The main objectives are to help the leaders 
develop leadership skills, enhance their critical, analytical and conceptual thinking and problem-
solving skills. 

The leader-training seminar allows for an interactive and collaborative session whereby students 
meet in small groups to solve challenging problems related to the course content. The students are 
led by a specially trained peer leader; and are encouraged to apply theory learned in the classroom 
into real world problems. Moreover, it provides leaders with an opportunity to learn a new skill, 
practice that skill, reflect individually on the implementation of that skill via a journal, and finally 
to discuss their success or difficulty with implementing that skill with the other leaders in the 
weekly seminar. 

A mechanism for giving and receiving feedback is included in the Model so that the leaders can 
obtain comments on  what worked well and how they need to improve their leadership behaviours. 
Subsequently, the leaders meet weekly with other fellow leaders to discuss course workshop 
problems. After being fully trained during the weekly seminars, the leaders are now competent in 
leading their groups in the workshop sessions. 

Given that the Workshop Model is an effective, research supported learning and teaching practice 
(Gosser, et al., 2001; Roth, Goldstein, & Marcus, 2001); higher education institutions should 
consider implementing similar pedagogy in MBA programs, not only as an approach to integrating 
leadership into the program but also for student engagement and learning, in particular to improve 
students’ problem solving skills involving modeling business situations that differ from the 
standard, introductory ones they normally experience in the lectures (Dobson, Frye, & Mantena, 
2013). 

The Achieving Styles Inventory (ASI) 

Another approach to integrating leadership into MBA programs is by helping students to 
understand themselves and their own drives and motivations. Understanding yourself can aid in 
addressing individual situations as expected of a leader, and to lead people in a healthy and 
sustainable way (The Washinton Post, n.d.). Through the Connective Leadership Institute, the 
Achieving Styles Inventory (ASI) is a tool that is used to meet this objective. 
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The ASI measures nine (9) leadership achieving styles or behavioural strategies that individuals 
characteristically employ to achieve their goals (Lipman-Blumen, 1998 and 2000). The way how 
the model is constructed makes it all-encompassing to apply to students in a higher education 
program. The ASI has three primary leadership sets. With each set having three sub-sets of 
achieving leadership styles. The primary leadership sets are: direct leadership styles, employed by 
participants who want to master their own tasks when presented with a challenge; instrumental 
leadership styles, employed by people who reach out and include others when presented with a 
task or challenge; and relational leadership styles, employed by those who prefer to work through 
or with others on tasks and challenges (Lipman-Blumen, 1996). The rationale behind using the 
model is to elevate the role and performance of the students through the development of a pervasive 
and wide-ranging leadership capability. The strength of the model is based on the fact that it is 
built on the identification and measurement of characteristics or behaviors found effective in 
leading followers through complex situations (Lipman-Blumen et al., 1983; Connective 
Leadership Institute, n.d.). 

Previous studies have been conducted showing the pervasiveness of multiple leadership styles in 
leaders in varying teaching environments. Some of these studies include student organizations 
(Posner & Brodsky, 1994); first year undergraduates (Mendez-Grant, 2001), hospitality 
management students (Arendt, 2004), and leadership development on retention rates (Mendez-
Grant, 2001). These studies all point to the prevalence of multiple achieving styles in leaders in 
specific roles. They also showed that those leaders most likely to meet the complex challenges of 
the future, need to employ the broadest and most flexible leadership styles. 

Further, the research has shown that ASI has many benefits to leaders including determining their 
own leadership profiles and the leadership expectations and reward structure of their organization, 
their view of themselves and other people’s perceptions of them, their own leadership profile and 
those of their colleagues, the leadership demands of any given task, project, or situation and the 
leadership capabilities that they and others bring to the table (Connective Leadership Institute, 
n.d.).  

The connective leadership institute further highlights that the results for the individual inventory 
(ASI) are presented as a polar graph with narrative feedback that describes an individual’s 
connective leadership profile. The feedback details the behavioral styles that the individual calls 
upon most frequently, as well as those that the individual uses less often. The narrative describes 
the strengths and drawbacks of the frequently used styles, as well as the benefits the individual 
foregoes by failing to use the remaining styles (Connective Leadership Institute, n.d.). 

Conclusions 

Not all the business schools offer both full-time and part-time options. Some of the institutions 
only feature full-time coursework, while others specialize in part-time programs. With 22 of the 
organizations offering a part-time MBA Program, shows that Universities have considered the 
adult learner who is employed. This part-time option allows students to have a lighter weekly 
workload by taking only one or two classes. This is beneficial to help students balance full-time 
work, family and school commitments. Whereas, full-time programs expect students to treat their 
studies as the focus in their lives. 
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There is seen to be a diversity of entry requirements, which are basically the results of prior 
academic or work performance which likely impacts on the acceptance into MBA programs, as 
such performance is believed to be linked to future academic performance. The findings revealed 
that most MBA institutions tend to admit students based on completion of an under-graduate 
degree, transcript evaluation, recommendation letter, personal interview or reflection paper, and 
aptitude or achievement test scores. Further flexibility in entry requirements included years of 
work experience and consideration for other professional designations equivalent to under-
graduate degrees. 

Core courses in the MBA programs are those that are the most fundamental for a well-rounded 
management education and are often the backbone to the program. In this study, we consider the 
core courses selected to be accounting and finance, marketing and market research, leadership and 
human resources management, and operation and logistics management; which is supported by 
(Temtime & Mmereki, 2011) as these courses satisfy the basic needs of MBA students looking to 
be global leaders. Course loads and credits vary slightly between MBA programs. The minimum 
credit hours for graduate students varies, depending on the semester and the context of the 
Program.   

The findings from the study show that there is more to be done to ensure that leadership education 
is more prevalent in the MBA programs in the Caribbean and Central American. Programs offer 
leadership skills and theories to support, however, there is a need for programs to be better 
equipped with strategic insights, and a deeper understanding of global business context needed to 
drive growth and profitability in international business operations.  

Some recommendations include future work to be done in examining the broader role of leadership 
education in MBA programs. Further, the factors they need to consider are curriculum design, cost 
of program, duration of the program, and location of the university and the reputation of the 
university. 

Some limitations to the study have been observed by the authors. It must be acknowledged that 
mapping the MBA programs in the Caribbean and Central America is not a simple task. There are 
many ways in which this research could have been organized. The information used may not have 
captured every criterion that deserves to be recognized, for example, many Universities ask that 
students make request for sensitive information like Program costs. The authors are also sensitive 
to the fact that leadership was only highlighted through courses that had “leadership” in their title; 
however, it is recognized that other courses may speak to various aspects of leadership and may 
have been missed as the course syllabi were not catalogued. 

Another limitation to the study is linked to the fact that the research was conducted using only 
secondary information to satisfy the aim of the study. However, future research could consider 
obtaining information from participants regarding a) How has the MBA Program helped you 
professionally, b) What leadership roles/capacities have you worked in since graduating, c) What 
is your current profession and location. In turn, analysis of the responses can help deduce whether 
the participants have/are in fact leading change and making a positive impact globally. 
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Abstract 

Complex securities that are based on combinations of bonds and derivatives have become very 
common. The translation of such inventions to loans to private household borrowers changes the 
rules of the game of derivatives and this practice becomes potentially unfair. This paper 
demonstrates this contention by reference to one particular arrangement of home mortgage loans 
where the monthly payments are one-sided linked to a currency exchange rate. AS real world 
example is described, and a pricing model is applied. The complexity of the valuation process is 
beyond comprehension even to inteligent raional borrowers. Hence, these types of loans are 
potentially unfair to naive borrowers.  

Keywords: currency linked loans, one-sided linkage, put options, valuation model 

Introduction 

In several countries, and in particular in countries with a ‘weak currency’,  it is customary for 
banks and other lending institutions to offer their customers who wish to borrow funds, especially 
mortgage loans, an arrangement by which the payments or the servicing of the loan is linked to the 
price of a particular foreign currency. The loan is offered in terms of the local currency. The initial 
loan amount is translated into the designated foreign currency at the spot exchange rate and the 
monthly mortgage payment is computed in accordance with the interest rate that is contractually 
agreed upon with the borrower. The payments are in the form of 'blended payments' where each 
monthly amount contains both interest and principal, and determined in term of the foreign 
currency. Then, the actual monthly amount is paid in the local currency where the amount payable 
in each month is determined by the local currency price of one unit of the foreign currency, or by 
the spot exchange rate that is in effect every time a payment is due. 

This arrangement is rather customary in many countries, especially in small countries where 
lending institutions finance their operations by issuing foreign currency denominated securities. 
Thus, from the vantage point of the lending institution this type of foreign currency linked loans 
plays a role of a natural hedge against unexpected changes in the exchange rate. 

In some cases, a special type of foreign currency linked loans has emerged. This type that became 
common practice by several lending institutions is a one-sided linkage to the exchange rate.  

In many instances the borrower is not offered a choice between a two-sided regular foreign 
currency linked loan and a one-sided foreign currency linked loan. 

We argue that such a loan is in most cases an unfair contract. If lenders (mortgage banks) may be 
able to assess the economic value of such loans, most borrowers (households) do not have the 
tools, the skills and the knowledge to assess the true cost of these loans. They fail to realize the 
loan agreement is unfair.  
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One-Sided Currency Linked Loans 

We describe such loans as contracts that are a combination of a regular foreign currency linked 
loan combined with a series of European put options on the foreign currency that the lender (the 
mortgage bank) receives from the borrower. We show the complexities of evaluating the value of 
these foreign currency options and derive some conclusions regarding the fair treatment of 
borrowers who agree to borrow under such conditions. We use the original Biger and Hull, 1982 
foreign currency option pricing model1 and indicate the implications of such loans. 

Description 

The mortgage market and especially the home loan mortgage market have seen tremendous 
changes in recent years. In Israel, due to the daily changes in the exchange rate between the Israeli 
Shekel (NIS) and the US dollar, most mortgage lenders offered their customers loans that were 
fully linked to the dollar exchange rate2.  The amount of the loan would be translated into US 
dollars at the spot exchange rate at the time the loan contract is signed. The dollar interest rate is 
agreed upon (fixed or variable as the case might be), and the monthly dollar payment is computed. 
Then each month the payment in local currency is determined by reference to the spot US dollar 
exchange rate. This type of a mortgage loan was very common in Israel until about four years 
when the US dollar started to weaken against the New Israeli Shekel (NIS).  

Mortgage lenders then introduced a twist in the manner of foreign currency linked loans. They 
instituted a contract whereby the monthly payments were bounded from below, or had a floor. 
These contracts are the one-sided linked loans to the foreign exchange. In this type of an 
arrangement the initial spot exchange rate, or the basis rate, SB, is recorded in the loan agreement. 
The monthly payments in terms of the local currency are then determined in the following manner: 
Monthly payment =    {Foreign currency amount x ST (the spot exchange rate) if ST >=SB  

   {Foreign currency amount x SB (the basic rate) otherwise,  

where ST is the spot exchange rate at date T of each monthly payment. 
If one were to consider a one year zero-coupon loan that was provided under these terms, then the 
loan could be described as a combination of two components: 

a. A regular one-year loan where the payment of the principal is fully linked to the exchange 
rate or the local currency price of one unit of the foreign currency. The lender thus receives 
from the borrower an IOU that is fully linked to the local price of the foreign currency. 

b. A European put option – an option to sell the principal amount of the foreign currency loan 
at a price SB to the borrower.  

Thus, if the spot exchange rate upon maturity, ST, is higher than SB, the lender doesn’t exercise the 
option. The lender receives ST times the foreign currency value of the principal. If ST  < SB, then 
                                                

1 Biger and Hull (1982). 
2.Definition: A bond in which the coupon and/or redemption value are linked to the movement in an exchange rate. 
Source: IMF, 2003, External Debt Statistics: Guide for Compilers and Users – Appendix 1. Special financial 
instruments and transactions: Classifications, IMF, Washington DC. See: 
http://www.imf.org/external/pubs/ft/eds/Eng/Guide/index.htm 
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the lender does exercise the put option, selling the foreign currency value of the principal at a price 
SB to the borrower. Under these conditions the borrower pays the amount, in terms of the local 
currency, in accordance with the contract. 
The arrangement becomes more complicated when the one-sided foreign currency linked loan is 
in a form of a mortgage loan. Consider such a loan that is to be paid back by monthly installments 
over a period of twenty years.  The manner in which a 'regular' foreign currency linked loan would 
be tailored is as follows: the initial loan is first translated into the terms of the foreign currency. 
Assume that the loan is given at a fixed monthly rate of interest for the entire period. Then given 
the agreed upon monthly rate of interest the monthly foreign currency payment over the entire 
period is computed. Each month, the local currency payment is determined by multiplying the 
(fixed) foreign currency monthly amount by the spot exchange rate on the day of payment.  
In case where the mortgage loan is given under condition of a one-sided linkage to the price of 
foreign currency, then the lender is effectively receiving from the borrower a set of 240 European 
put options. The first one expires in one month, the second in two months and so on, while the last 
one expires in 240 months. Each of these options provides the lender with the option to sell to the 
borrower the fixed amount of the foreign currency payment at the exchange rate SB.   

An Example 
The following is a description of an actual case that took place in Israel. A person received a 
mortgage loan of NIS 1 million from a mortgage bank to purchase an apartment in Haifa, Israel. It 
was a 15 year loan, fully linked to the US dollar, both principal and monthly interest. 

At the time, the rate of interest on the loan was 4% annually, or 0.327374% per month.  
A one million NIS mortgage loan at an annual interest rate of 4% given for 15 years (180 months) 
with blended monthly payments – interest and principal, implies a monthly payment of 
NIS7,361.09. 
The mortgage loan was contractually linked to the exchange rate of the US dollar. At the time the 
contract loan was signed, the exchange rate was NIS4.50 per dollar. This was the BASIC RATE, 
SB, and this exchange rate was explicitly inserted in the loan contract. 
Thus, a ‘standard’ mortgage loan that is fully linked to the NIS exchange rate of the dollar would 
be treated as follows:  
At the exchange rate on contract date was NIS4.50 per US dollar, the monthly payment are 
equivalent to $1635.80. 
It follows that if, in a given month, the exchange rate is, say, NIS4.60 per dollar, then the NIS 
payment should be NIS7,524.67, not NIS7,361.09.  
The loan contract explicitly stated the BASIC RATE of NIS4.50 per dollar. The monthly payments 
each month would therefore be NIS7,361.09, times the exchange rate on the day of payment, St, 
divided by the BASIC RATE. 

[1]…Monthly payment = NIS7,361.09 x (St/ SB)  
Before signing the mortgage loan agreement, the bank inserted another paragraph to the 
agreement: The bank insisted that the linkage to the exchange rate will be one-sided. 
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More specifically, the paragraph stated that if the exchange rate in any given month is higher than 
the BASIC RATE, then the monthly payment will be determined in accordance with the formula 
[1] above. 
Otherwise, the payment will be the original NIS amount of NIS7,361.09 

Simply stated, if the NIS price of the dollar rises above 4.50, the borrower pays more.  
If the price of NIS price of the dollar falls below 4.50, the borrower doesn’t pay less. 
Payment in month t  = (7,361.09x St/SB if St>=SB 

= (7,361.09 otherwise  
The lender (the bank) therefore is protected against a rise in the NIS price of the dollar, and doesn’t 
suffer if the NIS price of the dollar falls below 4.50.  

Such a loan agreement contains a one-sided linkage of the monthly payment to the exchange rate. 
Consider the essence of such a loan and the economic difference between a ‘regular’ foreign 
currency denominated loan and a one-sided foreign exchange linked loan. 
Furthermore – consider the potential harm to the borrower who agrees to accept such a loan and 
how should the borrower be compensated? 
The Economic Meanings of Such One-Sided Linked Loans 
A one-sided linked loan, or a loan with a floor, is a loan (or a deposit) where the currency linkage 
comes to a halt in cases where on payment due dates the actual exchange rate is lower than the 
basic exchange rate. In such cases the actual due payment is based on the basic exchange rate that 
is stated in the loan contract. 
It is thus necessary to clarify the economic meaning of one-sided linkage, the complexity of the 
arrangement and in particular the difficulties of evaluating the fair value of such loan to the lender 
and to the borrower. 
We start with a one year loan of NIS 4,500, linked to the exchange rate of the US dollar. The spot 
exchange rate is NIS4.50 (this is the BASIS EXCHANGE RATE), and therefore the loan is 
equivalent to $1,000. 
In one year the borrower must return the loan plus 4% interest. The payment will be the NIS 
equivalent of $1,040, where the NIS amount will be determined according the exchange rate in 
one year. 
Also assume that the lender (the bank) insists that the loan will be one-sided dollar linked loan, 
with a BASIS EXCHANGE RATE of NIS4.50 per dollar.  
The borrower will then pay the bank at least NIS4,680 ($1,040x4.50), but if the exchange rate in 
one year is higher than 4.50 the borrower pays more.  
The loan can be describes as a regular dollar-linked loan, but in addition the lender (the bank) 
receives from the borrower an option to sell to the borrower, on due date, $1,040 at a price of 
NIS4.50. 
On due date, the borrower pays the lender the NIS equivalent of $1,040 according to the then spot 
exchange rate. 
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With regard to the option given by the borrower to the lender, if on due date the exchange rate is 
higher than NIS4.50, the lender doesn’t exercise the option, and receives $1,040 times the new 
spot exchange rate. For example, if he exchange rate is NIS4.70, the lender gets NIS4,888 
Conversely, if the spot exchange rate is lower than the BASE RATE of NIS4.50, for example if 
the exchange rate is 4.20, then if the loan were a regular dollar linked loan the lender would receive 
1,040 x 4.20 = NIS4,368. But now the lender also exercises the option, gives the borrower $1,040 
and will receive NIS4.50 per dollar or NIS4,680.  
The bank however purchases the $1,040 at NIS4.20 per dollar, i.e. for NIS4,368.  
As a result of purchasing the 1,040 dollars at 4.20 and exercising the option by selling the dollars 
at 4.50, the bank gains NIS312. 
When the NIS312 gain is added to the direct proceeds from the payment according to the spot rate 
(NIS4,368), the banks’ total proceeds amount to NIS4,680.  This is what the borrower actually 
pays.   
Valuation – An example 
The option that is embedded in the one-sided linked loan is a European put option. Prior to 
expiration the option does have some economic value. The value depends upon several factors, 
one of which is the uncertainty about the exchange rate that will actually prevail on the day of 
payment. 
Other factors are the spot exchange rate, the exercise price, the time to expiration of the option, 
the risk - free rates of interest on both currencies and the time to expiration.3  
In a fair deal if the borrower is requires to grant the lender the option, one may assume that the 
borrower should be entitles to get something in return. 
The true exchange rate one year from now around the expected one year rate. The compensation 
could for instance be a proper reduction in the interest rate on the loan compared to the rate the 
borrower would be required to pay on a regular dollar linked loan. Alternatively, the value of the 
option should be subtracted from the initial loan amount and then the agreed upon interest rate will 
be used in order to determine the monthly dollar payments. 
The next chart demonstrates the model to estimate the value of the put option. In the example the 
present exchange rate and the one year forward rate are both NIS4.50 per dollar. The annual 
interest rates on both currencies are 4% (or 0.327374% per month). 
It is also assumed that the annual volatility of the exchange rate is 8%, reflecting the uncertainty 
or the ‘ignorance’ of the market regarding. 

                                                

3 The first European currency option model was developed by John Hull and Nahum Biger referred to above and 
published in 1982. 
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Figure 1. Biger-Hull European currency options 

The simplistic example just described demonstrates the essence of the one-sided linkage. A one 
sided foreign currency denominated loan is in actuality a ‘regular’ foreign currency denominated 
loan and in addition the lender (the bank) receives from the borrower (the household) a put option. 
The option has a certain value that provides the lender with an opportunity to enjoy both worlds: 
To receive higher amount when the exchange rate becomes higher than the BASIC RATE, and not 
to ‘suffer’ when the exchange rate is lower than the BASIC RATE. 

The example demonstrates the complexity of such a loan. 
But this example was a simple one dealing with a loan for one year where at the end of the year 
the borrower must pay back the principal plus interest. 
Table 1. Payment of Principal and Interest in One Year (in NIS) 

 

The following Figure displays the NIS payment of the principal and interest as a function of the 
exchange rate at the date of repayment under the two linkeage arrangements: 

Data:
Monthly r 0.327374%
T in months 12
T in years 1

Annual σ 8.00% F (NIS/$)
Put 

Value
P as a 
% of F

e-rT 0.9967 4.45 0.1687 3.79%
F (NIS/$) ₪ 4.50 4.40 0.1970 4.48%
EX (NIS/$) ₪ 4.50 4.35 0.2280 5.24%
Computations and results: 4.30 0.2617 6.09%
Ln (F/EX) 0.000
d1 0.0809
d2 0.0009
N(d1) 0.5322
N(d2) 0.5004
Call options value ₪ 0.1430
Put option value ₪ 0.1430

c = e-rT  [Fx N(d1) - EX x N(d2)] 

By put-call parity: p = c - e-rt [EX - F]
where d1 = [Ln(F/EX) + 0.5σ2 T ] /σT0.5

and d2 = d1 - σ T0.5

Application of the model for valuation:

Biger-Hull European Currency Options

Exchange 

rate in one 

year (NIS/$)

Payment 

with"Regular" 

two-sided 

linkage

Payment 

with one-

sided 

linkage

Fair payment 

with 

consideration 

for the option

3.50 3,640.0 4,680.0 4,531.3

3.60 3,744.0 4,680.0 4,531.3

3.70 3,848.0 4,680.0 4,531.3

3.80 3,952.0 4,680.0 4,531.3

3.90 4,056.0 4,680.0 4,531.3

4.00 4,160.0 4,680.0 4,531.3

4.10 4,264.0 4,680.0 4,531.3

4.20 4,368.0 4,680.0 4,531.3

4.30 4,472.0 4,680.0 4,531.3

4.40 4,576.0 4,680.0 4,531.3

4.50 4,680.0 4,680.0 4,531.3

4.60 4,784.0 4,784.0 4,635.3

4.70 4,888.0 4,888.0 4,739.3

4.80 4,992.0 4,992.0 4,843.3

4.90 5,096.0 5,096.0 4,947.3

5.00 5,200.0 5,200.0 5,051.3

5.10 5,304.0 5,304.0 5,155.3

5.20 5,408.0 5,408.0 5,259.3

Payment of Principal and Interest in one year (in NIS)
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Figure 2. Final payment of the loan 

In order to clarify the complexity of one sided foreign exchange denominated loans consider the 
actual real-world case that was described above. 
A 15 year NIS 1.0 million mortgage loan with monthly blended payments, at 0.327374% interest 
per month, (4% annual rate), linked to the exchange rate of the dollar at the end of each month.  
If the loan were to be a regular dollar denominated loan than the monthly payments would be 
computed by translating the NIS1.0 million into US dollars, i.e., $222,222 at the spot exchange 
rate of 4.50, then compute the monthly dollar payment, $1,635.80. 
The payment of each of the 180 monthly payments would then be determined by multiplying the 
monthly dollar amount by the spot exchange rate in each month.  
But since the loan is one sided linked to the exchange rate, the borrower actually received a 
‘regular’ foreign currency denominated loan, but at the same time the borrower granted the lender 
(the mortgage bank) a bundle of 180 European put options, each of which enables the lender to 
sell $1,635.80 at an exchange rate of NIS4.50 per 1 dollar, or for NIS7,361.10. 
Each of these options has a different expiration date. The first expires in one month, the second – 
in two months and so on while the ‘last’ put option expires 180 months (15 years) from the initial 
date of the loan contract. It is well known that the longer the expiration period, the higher the value 
of the put option. 
The economic value of the package of these European put options is complex. It is the sum of the 
values of each of these put options. 
In to following table we use the Biger-Hull European currency options model to estimate the value 
of each of the 180 put options under the following assumptions: 

• The spot exchange rate is equal to the forward exchange rate for each of the next 180 
months (equivalent to the assumption that the term structure of interest rates on both NIS 
and the dollar are identical). 

• The exchange rate (spot and forward) is NIS4.50 per US dollar. 
• The interest rate (“risk free”) in both countries is 4% per year. 
• The annual volatility of the exchange rate is 8%. 



 

 51 

None of these assumptions is more than an assumption, especially the assumption regarding the 
volatility. 
The estimates below refer to the (European) put option to sell one dollar for NIS4.50 in one, two, 
three months and so on. The value of each of theres option of course rises withe the time to 
expiration ans can be seen in Table 2.  
Table 2. The Value of Each Put Option as a Function of the Number of Months to Expiration  

 

The recipient of the loan, the borrower, gave the lender (the bank) a bundle of 180 European put 
options, each of which if for the sale of 1 dollar at a price of NIS4.50. 
The total value of the 180 put options that the borrower grants the lender is NIS 64.92.  
The present value of the 180 payments of $1.00 payments at an annual rate of interest of 4% is 
$135.85. 

Table 2: The value of each put option as a function of the number of months to expiration

Months PV of the Months PV of the Months PV of the Months PV of the Months PV of the
to option to option to option to option to option

Expiration NIS/$ Expiration NIS/$ Expiration NIS/$ Expiration NIS/$ Expiration NIS/$
1 0.03903 37 0.21035 73 0.26181 109 0.28349 145 0.28973
2 0.05500 38 0.21245 74 0.26271 110 0.28383 146 0.28975
3 0.06714 39 0.21451 75 0.26360 111 0.28416 147 0.28977
4 0.07727 40 0.21651 76 0.26446 112 0.28448 148 0.28978
5 0.08610 41 0.21847 77 0.26530 113 0.28479 149 0.28978
6 0.09400 42 0.22038 78 0.26612 114 0.28509 150 0.28978
7 0.10119 43 0.22224 79 0.26692 115 0.28538 151 0.28978
8 0.10781 44 0.22405 80 0.26771 116 0.28565 152 0.28981
9 0.11397 45 0.22582 81 0.26847 117 0.28592 153 0.28981
10 0.11973 46 0.22755 82 0.26922 118 0.28618 154 0.28982
11 0.12516 47 0.22924 83 0.26995 119 0.28642 155 0.28982
12 0.13028 48 0.23089 84 0.27066 120 0.28666 156 0.28983
13 0.13515 49 0.23250 85 0.27135 121 0.28689 157 0.28984
14 0.13978 50 0.23408 86 0.27203 122 0.28710 158 0.28984
15 0.14420 51 0.23561 87 0.27269 123 0.28731 159 0.28985
16 0.14843 52 0.23711 88 0.27333 124 0.28751 160 0.28985
17 0.15249 53 0.23858 89 0.27396 125 0.28770 161 0.28986
18 0.15638 54 0.24001 90 0.27457 126 0.28788 162 0.28986
19 0.16013 55 0.24141 91 0.27517 127 0.28805 163 0.28987
20 0.16374 56 0.24278 92 0.27575 128 0.28782 164 0.28987
21 0.16722 57 0.24412 93 0.27631 129 0.28710 165 0.28988
22 0.17058 58 0.24542 94 0.27686 130 0.28851 166 0.28988
23 0.17383 59 0.24670 95 0.27740 131 0.28865 167 0.28989
24 0.17690 60 0.24795 96 0.27792 132 0.28878 168 0.28989
25 0.18001 61 0.24917 97 0.27842 133 0.28890 169 0.28990
26 0.18296 62 0.25036 98 0.27892 134 0.28901 170 0.28990
27 0.18586 63 0.25153 99 0.27940 135 0.28911 171 0.28991
28 0.18860 64 0.25266 100 0.27986 136 0.28921 172 0.28991
29 0.19129 65 0.25378 101 0.28032 137 0.28930 173 0.28992
30 0.19391 66 0.25486 102 0.28076 138 0.28938 174 0.28992
31 0.19646 67 0.25593 103 0.28118 139 0.28945 175 0.29899
32 0.19893 68 0.25696 104 0.28160 140 0.28951 176 0.28993
33 0.20134 69 0.25798 105 0.28200 141 0.28957 177 0.28994
34 0.20368 70 0.25897 106 0.28239 142 0.28962 178 0.28994
35 0.20596 71 0.25994 107 0.28277 143 0.28967 179 0.28994
36 0.20818 72 0.26089 108 0.28313 144 0.28970 180 0.28995
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Translated into dollars at the spot exchange rate that is also the BASIC RATE, the dollar value of 
the 180 put options is $14.426. 

The value of these options is then 10.62% of the value of the loan. 
When the loan contract was arranged, the monthly dollar equivalent of the payments was computed 
based on the agreed upon 4% rate of interest, but these computations were made without due regard 
to the value of the 180 put options granted by the borrower to the lender. 
The determination of the monthly dollar equivalent payments under the condition of one-sided 
linkage to the exchange rate should have been done with explicit consideration of the value of the 
options that the lender (the bank) insists on getting from the borrower. 
In our example, the value of the options is about 10.62% of the present value of the loan. 
Therefore, in a fair deal the determination of the monthly dollar equivalent payment should have 
been based on the total value of the loan less the value of the options. 
In our case, the monthly dollar equivalent payments should have been based not on a total loan of 
$222,222, but on a total loan of only $198,622, and the monthly dollar equivalent payments should 
have been $1,445.72 and not $1,635.80. 
The monthly payments should have been only 89.38% of what the borrower was actually charged. 

On a loan of NIS 1.0 million the minimum monthly payments were determined to be NIS 7,361.09. 
According to the estimates presented above, taking into consideration the value of the 180 options 
granted by the borrower to the lender, the minimum monthly payment should have only been NIS 
5,579.34. 

The present value of the 180 options in our example was $23,600, or NIS 106,200. 
This is the damage that the naïve borrower suffers. 
It should be noted that what was presented here was only an example, based on a set of assumptions 
regarding the "input" of the option pricing model. Different insertions would render different 
values of the bundle of the options. In periods of higher uncertainty regarding the exchange rates 
of the future, the volatility estimates will probably be higher and the value of the entire package of 
the put options will be higher as well. It follows that an arrangement of a home mortgage loan that 
is one-sided linked to the exchange rate is likely to be even less fair to the borrower.  

Normative Background and Behavioral Characteristics 
The analyis presented above clearly demonstrates that one-sided linked loans are at least 
problematic from the vantage point of the borrower. It is cleqar that is some circumstances where 
the borrower can't evaluate the economic meaning of the loan contract, the contract harms his 
interests. However such contracts are common and therefore one should examine the normative 
background and the behavioral characteristics of such contracts. Several legal issues may also be 
connected to such loan arrangements. 
In the US the central law dealing with loans is the Consumert Credit Act that deals with consumers 
arrangements related to credits with no specific definition of a loan. In the United States the law 
dealing with loans in the Truth of Lending Act that deals with the duty to reveal all dtails regarding 
the true cost of debt. 
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Western European countries, mainly Gremany, France, Italy and also the Russian Federation with 
the Civil Code, adopted another approach and enacted laws that regulate legally the essense of the 
loan contract and the specific arrangements of each contract. 
The Behavioral Aspects 
From the economic analysis it is clear that a one-sided linked loan contract from the vanytage point 
of the borrower is not purely economically rational. It fails to attain an economic equilibrium in 
that it is generally biased in favor of the lender. 
Explanations of the irrational willingness of borrowers to accept such loans mught be found in 
areas of consumer behavior that are not purely economic but that are related to the principles of 
behavioral science. This analysis touches upon tow disciplines, economics and law. The leading 
explanation of the borrowers' willingness to accept such contracts is that even when borrowers are 
cognizant of some binding terms in the loan contract, such as one-sided linkage, thye can't weigh 
the costs versus the benefits and arraive at rational decisions. In some cases borrowers will tend to 
totally ignore these caveats because they don't have knowledge or the tools to evaluate the costs in 
order to request proper compensation for granting the put options that are embeded in the loan 
contract to the lender.  
Kahaneman and Tversky who studied the psycholiogical biases4 found that tendency to ignore low 
probability events (in our case the decline of the exchange rate), over optimism and self assurance 
create the phenomenon that borrowers tend to ignore specific items in the loan contract. Such 
behavior is typical when the contract special terms are not part of the regular life of the loan 
contract, and borrowers will tend to ignore these terms if the past experience was that such events 
(falling price of the foreign currency) don't really occur. 
Another explanation to the seemingly irrational behavior of borrowers is proposed by Becher5 who 
suggests that people have string preference to the present over the future and therefore they tend 
to under estimate future risk and loss of benefits.  
Conclusions 
The use of complex securities by financial institutions is wide spread. Financial engineering is 
common in many transactions between major borrowers and lenders. In many instances it is 
difficult to actually assess the value of such complex securities but lenders and borrowers agree 
on terms and conditions embedded in such complex securities. It is conceivable that the acceptance 
of such complex securities by major lenders and borrowers reflects the fact that these actors operate 
on the basis of well diversifies portfolios and therefore the inability to properly assess the value of 
each of these complex securities faded away or being diversified. 
At variance, when the use of complex securities such a one-sided currency linked loans are offered 
to individual households or to family borrowers, the implications are different. First, the borrower 
fails to recognize that by accepting such a loan, she unknowingly gives the lender a valuable bundle 

                                                

4 Daniel Kahneman and Amos Tversky, (1974), Judgment under Uncertainty: Heuristics and Biases, 185 Science 
1124. 

 Daniel Kahneman and Amos Tversky, (1979), Prospect Theory: An Analysis of Decision under Risk ,47(2) 
Econometrica 263. 

5 Shmuel I. Becher, (2007), Behavioral Science and Consumer Standard Form Contracts, Louisiana law Review, 
Vol. 68, pp. 117-182. 
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of options. In particular, the borrower has no clue as to the value of the bundle of options that the 
lender demands and thus fails to request a proper compensation for the options. Second, the 
borrower has no way to hedge the risk or to undo the gift that she gives to the lender, or to unbundle 
the package in any way. No currency options for up to 15 years expiration time exists. Third, the 
demonstration that was presented in the paper is only an example. Even the lending institution that 
may employ a well-equipped financial economics department with top analysts can't determine the 
true value of the put option package because future risk-free short term interest rates are at best a 
reflection of what the market now believes these rates will be in the future, but such beliefs or 
perceptions may change tomorrow. Furthermore, nobody truly knows or has any reliable clue as 
to the volatility of exchange rates in the future. After all, these 'volatilities' are nothing but a 
reflection of our ignorance regarding the extent to which exchange rates in the future will be 
different from the expected. 
If follows that such one-sided currency linked mortgage loans, or household loans, being 
potentially unfair, should not be offered. This will be very much in line with the Biblical rule of 
conduct: The Bible states (Leviticus 19:14): "You shall not curse the deaf nor place a stumbling 
block before the blind; you shall fear your God - I am your Lord." 
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Abstract 

The paper aims to determine the strength of factors that contribute to the stock return of a firm 
operating in the capital market of Bangladesh. There are 302 companies trading their stocks in the 
Dhaka Stock Exchange (DSE). Of them, 233 DSE listed companies are chosen for the research 
owing to data availability for the almost 18-year period of January 2000 to November 2017. The 
select companies represent 17 industrial sectors. Market related and market independent 
components of return are selected as explanatory variables. Statistical tools as multivariate 
regression and descriptive statistics have been applied on the 233 company observations. It is seen 
that select variables can positively explain average return from equity investment in Bangladesh.   

Keywords: company stock return, single index model, equity market, multi-variate regression, 
Dhaka stock exchange 

Introduction 

A report from the BMI Research in 2016 has shortlisted the "10 emerging markets of the future” - 
the countries that are set to become new drivers of economic growth over the next 10 years. 
According to the report, these countries will cumulatively add US dollar 4.3 trillion to global GDP 
by 2025, which is roughly equivalent to the economy of Japan in 2016. Bangladesh has been 
identified as one of the 10 emerging economies along with Egypt, Ethiopia, Indonesia, Kenya, 
Myanmar, Nigeria, Pakistan, Philippines and Vietnam. The sectors that will drive the economies 
are mainly manufacturing and construction, with Bangladesh, Myanmar, and Pakistan set to 
emerge as the new manufacturing hubs. Construction growth is forecasted to be widespread across 
all the countries, mainly to support increase in urban population and to facilitate the manufacturing 
sector (BMI research, 2016). 

Bangladesh, a South Asian promising economy, has recorded a GDP growth of 7.2% in 2017, the 
highest in the region (Rapp &Vandermey, 2018). Like any other economy, its capital market pays 
a significant role in its economic development and growth. The country has two security exchanges 
operating in its market: the Dhaka Stock Exchange Limited and the Chittagong Stock Exchange 
Limited. The necessity to establish a stock exchange in Bangladesh arose in 1952, before the 
country embraced its independence in 1971. The East Pakistan Stock Exchange Association 
Limited, the first bourse of the country, was incorporated on 28 April 1954. The formal trading 
started two years later in 1956 at Narayanganj after certificates of commencement of business were 
obtained. The name of the security exchange was revised to East Pakistan Stock Exchange Limited 
on 23 June 1962, two years after which, it was re-revised to its current name "Dhaka Stock 
Exchange Limited" on 14 May 1964. At the time of incorporation, the authorized capital of the 
exchange was Pakistan rupees 300,000 divided into 150 shares. In 2017, the total market 
capitalization of the Dhaka Stock Exchange is worth Bangladesh taka 4,228,945 million 
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(approximately US dollar 50,705 million) with 302 companies trading their equities in the capital 
market (Dhaka Stock Exchange Ltd.). 

The Chittagong Stock Exchange Limited was incorporated in Chittagong, the second largest city 
of Bangladesh, on 1 April 1995. The trading in the bourse began on 10 October 1995 with 30 listed 
securities and with the market capitalization of Bangladesh taka10,574 million (approximately US 
dollar 176 million) (Solaiman, 2005).In 2017, the total market capitalization of the Chittagong 
Stock Exchange is worth Bangladesh taka 3,528,911 million (approximately US dollar 42,312 
million) with 271 companies trading their equities in the exchange (Chittagong Stock Exchange 
Ltd.). 

Bangladesh has witnessed two stock market crashes, in 1996 and in 2010. In 1996,the index point 
of Dhaka Stock Exchange (DSE) jumps from about 800 points in June to around 3,600 points in 
November starting with a base of 350 points (Ahmed, Uchida, & Islam, 2012). The index reaches 
the highest on 5 November 1996 with 3,648.75 points, dropping sharply the next day, and reaching 
to 462 points in May 1999. A probe committee created in December 1996 submits its report to 
government in March 1997, identifying several companies, big brokers, and influential individuals 
to be involved in the market rigging (Hoque, 2007; The Daily Star, 2015). 

The capital market of Bangladesh experiences a second bubble burst in 2010. The general index 
reaches its all-time high of 8,918.51 points on 5 December, preceded by a sharp rise in October-
November. The index begins to drop dramatically the next day. On 19 December 2010, the market 
sees the biggest one-day fall in its 55 year history that surpasses the fall in 1996 market(Ahmed et 
al., 2012; BBC News, 2011). A probe committee (Khaled, 2011 as cited in Islam & Ahmed, 
2015)is formed to investigate the stock market scam. The committee finds responsible 60 
influential individuals along with an array of irregularities, including the existence of omnibus 
accounts that allowed key market players to make excessive profits at the cost of the retail 
investors. Choudhury (2013) points out that lack of restriction on opening beneficiary owner (B/O) 
accounts, speculation through omnibus accounts, wrong placement of IPOs, violation of banking 
act, rumor spread by the brokers and the dealers, wrong method used in face value determination 
and lack of monitoring in the share market are behind the stock market crash in Bangladesh (as 
cited in Islam & Ahmed, 2015). 

The probe panel recommends several actions to protect the capital market from future misfortune, 
demutualization of the bourses being one recommendation. The demutualization law is passed in 
parliament in April 2013 to bring transparency to the market. Under demutualization rules, 25 
percent shares of the bourses are to be kept in a block account for strategic investors, 35 percent 
are to be set aside for institutional and individual investors, and 40 percent are to be owned by 
existing shareholders, commonly known as stockbrokers and stock dealers (The Daily Star, 2016). 
The DSE’s demutualization scheme consists of 1,803,776,500 shares worth a total US dollar 218 
million in paid-up capital, given a face value of 12 cents per share. A Chinese consortium, 
comprising the Shanghai Stock Exchange and the Shenzhen Stock Exchange (SZSE), submits a 
bid of US dollar 119 million, for 450.9 million shares , that shows their readiness to pay 30 cents 
per share. The consortium also offers free technical support worth around US dollar 36 million for 
10 years. An Indian consortium, comprising the National Stock Exchange (NSE), the USA’s 
NASDAQ and Frontier Bangladesh quote 18 cents per share, amounting to a bid of US dollar 87 
million, with no specific plan of technical support (Asia Times, 2018). On 10 February 2018, the 
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Dhaka Stock Exchange directors decide to accept the proposal of the Chinese Consortium as it 
look acceptable to them regarding financial and technological aspects (bdnews24.com, 2018). 

The past and recent events have given an incentive to author to identify the factors that have an 
effect on stock return in the capital market of Bangladesh. Return on stocks has two components, 
dividend yield and capital gain that comes from change in stock price. A study in 2010 shows that 
variation in returns on stocks cannot be strongly explained by variation in their respective dividend 
policy in the Dhaka Stock Exchange(Zaman, 2011). The paper, therefore, focuses on stock price 
change to understand stock return in the equity market of Bangladesh. Several factors including 
company performance and information, dividends, stock prices of other countries, gross domestic 
product, exchange rates, and interest rates have an impact on daily stock prices (Kurihara, 2006). 
The paper attempts to determine the factors that make an impact on stock price change that in turn 
plays a role in stock return in the capital market of Bangladesh. The objectives of the study are: 

i. Studying return on stocks of companies listed in the Dhaka Stock Exchange during the 
period of January 2000 to November 2017. 

ii. Measuring the strength of factors that influence the return on stocks of the select 
institutions during the period of study. 

The paper begins with an introduction to the economy of Bangladesh, its bourses, and its capital 
market. The paper, then, provides with a review of relevant literature on stock return and its 
determinants. This is followed by the methodology adopted by the research. The next section 
showcases the empirical model and findings resulting from the analysis. The paper ends with a 
conclusion on the research conducted. 

Literature Review 

Numerous studies have been done aiming to understand the factors that have an impact on expected 
return of equity investment. Different researches have attempted to identify and explain factors 
that can best estimate expected return. The traditional Capital Asset Pricing Model (CAPM) is 
known to provide the first framework to explain how risk of an investment should have an effect 
on its expected return. The model first came into being in the early 1960’s. The contributors were 
William Sharpe (1964), Jack Trynor (1962), John Lintner (1965a, b), and John Mossin (1966). The 
model calculates expected return of a stock considering two components: the risk premium of the 
equity market and the beta of the stock. The model, however, does not take into account several 
factors like, the component of the stock’s return that is uncorrelated with market as it can be 
diversified and the growth rate of the stock’s expected future cash flows (Perold, 2004). Another 
study has suggested that expected return of stock be estimated through stock price, book values, 
and realized earnings rather than biased earning forecasts (Sommers, 2007). Similarly, a different 
research has attempted to prove that estimating expected return of equity investment on the basis 
of price-earnings ratio and-or price-earnings ratio divided by short term earnings growth rate may 
lead to bias results (Easton, 2004).Expected stock returns of a firm are influenced by shocks to 
expected cash-flows (i.e., cash-flow news) and/or shocks to discount rates (i.e., expected-return 
news). Campbell (1991) and Campbell and Ammer (1993) show that alarge number of researches 
have measured the relative importance of cash-flow and expected-return news for aggregate 
portfolio returns (as cited in Vuolteenaho, 2002).While selected aggregate cash-flow proxies, like 
contemporaneous and future dividend growth rates, tend to account for a large portion of aggregate 
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stock return, at the individual stock level, however, earnings and other cash-flow proxies account 
for a small portion of annual stock return (Hecht &Vuolteenaho, 2006). The expected stock return 
of an individual firm seems to have two components: changes in cash-flow expectations (i.e. cash-
flow news) and changes in discount rates (i.e. expected-return news). The VAR yields three main 
results. The firm-level stock returns are primarily influenced by cash-flow news, while cash-flow 
news can largely be diversified away in aggregate portfolios (Vuolteenaho, 2002).It is, further, 
seen that high book-to-market firms seem to earn higher expected returns than low book-to-market 
firms. A strong positive relationship between expected return and market beta is also observed, 
with a negative relationship between expected return and firm size (Brav, Lehavy, & Michaely, 
2005).A major factor inducing stock trades and, therefore, a contributor to equity expected return 
is Disagreement. Disagreement about variances has systematic and significant effects on price as 
more disagreement seems to lead to higher prices. Prices are also very sensitive to the degree of 
disagreement: Even if the average belief about the variance is constant, tiny fluctuations in the 
disagreement about the variance can lead to substantial price fluctuations (Duchin& Levy, 2010). 
Investor recognition is another discrete major predictor of stock price movements. While realized 
stock returns are strongly positively related to changes in investor recognition, expected returns 
are strongly negatively related to the level of investor recognition. It is seen also that investor 
recognition, as measured by sentiment, index membership, exchange listing, analyst coverage etc., 
dominates stock price movements over short horizons, whereas fundamentals dominate over 
longer horizons (Richardson, Sloan, & You, 2012).  

The researches done so far to understand and measure expected return can be summarized in a 
simplified form in William Sharpe’s Single Index Model. The Single Index Model says that 
expected return has two components: a market related part as indicated by β and a unique part as 
indicated by α. The unique part is unrelated or insensitive to market return. These two components 
tend to explain the expected return on a stock (Elton, Gruber, Brown, & Goetzmann, 2009). 

The paper aims to examine if the statistically proven theories hold true for the equity market of 
Bangladesh. The paper, thus, seeks to study if commonly discussed variables have the capacity to 
account for the expected return of stocks in the equity market of Bangladesh. 

Methodology 

This section shows the sample chosen for the study. Data collection and data source are also 
discussed. Finally, the empirical model that the research comes up with is presented.  

Sample 

The paper attempts to identify the significant determinants of return on stocks of companies listed 
in the Dhaka Stock Exchange during the period of January 2000 through November 2017. There 
are 302 companies listed in the Dhaka Stock Exchange in 2018 trading their stocks. The companies 
are categorized into 18 sectors. Of 302, 233 companies have been selected for the study on the 
basis of availability of data. The number of companies chosen from each sector is: 

1. Bank: 25 of 30 
2. Cement: 7 of 7 
3. Ceramics: 4 of 5 
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4. Engineering: 28 of 36 
5. Financial institutions: 22 of 23 
6. Food and allied: 11 of 18 
7. Fuel and power: 18 of 18 
8. Insurance: 32 of 47 
9. IT sector: 6 of 8 
10. Jute: 2 of 3 
11. Miscellaneous: Nil of 12 
12. Paper and printing: 2 of 2 
13. Pharmaceuticals and chemicals: 25 of 28 
14. Services and real estate: 4 of 4 
15. Tannery industries: 4 of 6 
16. Telecommunication: 2 of 2 
17. Textile: 38 of 49 
18. Travel and leisure: 3 of 4 

The companies selected are listed in the Chittagong Stock Exchange as well. 

Data Source 

The study uses mainly secondary data that have originally been and published by the Dhaka Stock 
Exchange. Literature relevant to the research has been studied and collected form published 
journals, newspapers, and magazines. 

Empirical Model 

The paper studies the determinants of return on stocks of the Dhaka Stock Exchange listed 
companies during the period of January 2000 through November 2017. The dependent variable, 
average company stock return, has been measured by:  

E(Ri) = average of Rit          (1) 

Where, E(Ri) represents the average return on stock of company “i” and Rit represents the daily 
return on stock of company “i” on day “t”. The return on stock is composed of capital gain and 
dividend yield, where capital gain is computed from change in stock price over time (Ross, 
Westerfield, & Jaffe, 2012). It has been seen that stock return cannot be strongly explained by 
dividend in the capital market of Bangladesh (Zaman, 2011). The daily return on stock in this study 
has, therefore, been calculated as: 

Rit	=	(Pit - Pit-1)/(Pit-1)         (2) 

Where, Pit stands for stock price of company “i” on day “t” and Pit-1 represents stock price of 
company “i” on the day preceding day “t”. 

According to Single Index Model, the return on stocks has two components; a market component 
and a component independent of market. The two explanatory variables of average company stock 
return are represented by Ci and Si, where Ci represents the component of return on stock “i” that 
is independent of the market. It is often termed as the company specific return, meaning the return 
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on a stock that comes owing to the company’s performance and information. Sistands for the 
market component of return on stock “i”. It represents the expected change in return on stock “i” 
with a unit change in the return from market portfolio (Elton et al., 2009). The daily return on 
market portfolio has been computed as: 

Rmt	=	(Pmt– Pmt-1)/(Pmt-1)         (3) 

Where, Pmt stands for the Dhaka Stock Exchange General Index on day “t” and Pmt-1 represents 
the Dhaka Stock Exchange General Index on the day preceding day “t”. 

Ci and Si for each company are obtained through time series regression, which is by regressing 
the daily stock returns of each company on the daily return from market portfolio (Bilbao, Arenas, 
Jiménez, Gladishl, & Rodríguez, 2006). 

The average company stock returns of the select 233 companies are regressed on the company 
specific returns and market related returns of the sample units using multivariate regression. The 
objective is to devise a statistically significant model that would explain the average stock return 
in terms of company specific return and market related return. The equation of the regression is: 

Yk = αk + ∑ βk
m
kH= Xk + εk         (4) 

Where,Yk is the measure of average stock return for company “i”. αkis the slope. βkrepresents 
parameter of the econometric model for return component “Xk”, while εk is the error term. 

Statistical tools as Wald (z-statistic) and chi-square have been applied to test the significance of 
the explanatory variables and goodness of fit of the model. Karl Pearson’s coefficient of correlation 
(r) has been applied to test the multi-collinearity among the explanatory variables. 

Findings 

Summary statistics of response and explanatory variables show that the sample companies have 
an average stock return close to 1% as mean with a maximum average return of 2 4% and a 
minimum of – 4%. The sector that has the highest mean of average stock return is Jute, showing a 
figure close to 6%, while Travel and Leisure industry has the lowest average stock return with a 
mean close to -0.03%The component of stock return independent of market shows a negative value 
( -6%) as mean for all the select companies. Pharmaceuticals and Chemicals record the lowest and 
a negative mean value for the component of stock return independent of the market, which is – 
61%, while the sector where market independent return is the biggest contributor to average stock 
return is Jute industry with a mean of 6%. While the market independent component of return has 
an inverse effect on the average stock return in the Pharmaceuticals and Chemicals sector, their 
biggest contributor to average return is the market component with a mean value of 937. The sector 
where average stock return gets the most negatively affected by the market is Jute, with a mean 
market component of -4 (See Table A1). 

Multivariate regression has been run on the explanatory variables to devise a statistically 
significant model that would explain the strength of the explanatory variables in explaining 
average stock return of companies operating in the capital market of Bangladesh. Probability of 
chi-square statistic, in other words, the p-value, is calculated for the model. As the model gives a 
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p-value (0.0000) less than α (0.05), it is chosen to be statistically significant. Output of the model 
is summarized in Table 3.  

Table 1. Output of Multivariate Regression Model for Years 2000 - 2017 
Average stock return Coefficient Standard error z P>|z| [95% Confidence Interval] 
Market independent 0.8708 0.0213 40.83 0.000 0.8288 0.9128 
Market component 0.0006 0.000014 40.97 0.000 0.0005 0.0006 
Constant 0.0017 0.0008 2.31 0.022 0.0002 0.0032 

 

Wald statistics (z-values) are determined by dividing coefficients of explanatory variables by their 
respective standard errors. Probabilities of z-values, which are the p-values, denote if coefficients 
of explanatory variables are significantly different from “zero” and hence, if null hypothesis can 
be rejected. P-values of the variables in the model are less than α (0.05) and thus, are statistically 
significant. The model can be summarized as: 

Average stock return=0.0017 + 0.87 Market Independent + 0.0006 Market Component + ε      (5) 

            (0.0008)  (0.021)   (0.000014) 

    n = 233, Adj R-squared = 0.8791 

Regression model shows that rise in component of return independent of market by one unit brings 
about almost a unit increase in average stock return ceteris paribus, while a unit change in the 
market component of stock return will bring about almost negligible change in the average return 
on equity investment in the capital market of Bangladesh.  

Conclusions 

The purpose of the study is to devise a model that would explain the strength of the components 
contributing to the return on stocks of companies listed in the Dhaka Stock Exchange during the 
period of January 2000 to November 2017. It has been seen that both market component and 
market independent component of returns have positive impact on the average stock return in the 
equity market of Bangladesh. The component of return independent of the market seems to play a 
bigger role in the average stock return. It can, therefore, be said that stock price fluctuation occurs 
mainly owing to company performance and company specific news and comparatively less due to 
the overall performance of the market in Bangladesh.  

The paper opens up scope for further research that will address: 

• Role of Industry performance and Industry specific news on the overall stock return of a 
company operating in Bangladesh.  

• How to quantify company specific news and measure its impact on company stock return 
in Bangladesh. 
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Appendix 

Descriptive Statistics of Response and Explanatory Variables 

Descriptive Statistics of Response and Explanatory Variables of the Select Dhaka Stock Exchange 
Listed Companies For Years 2000-2017 

    Mean Median Standard Deviation Min Max Count 

A
ll 

C
om

pa
ni

es
 Average Return 1% 0.05% 3% -4% 24% 233 

Market Independent -6% 0.01% 97% -1475% 24% 233 

Market Component 101 0.60 1475 -8 22515 233 

B
an

k 

Average Return 3% 0.04% 5% -0.09% 23% 25 

Market Independent 3% 0.03% 5% -0.14% 23% 25 

Market Component 0.49 0.51 0.55 -0.14 3 25 

C
em

en
t 

Average Return 0.06% 0.06% 0.04% 0.00% 0.09% 7 

Market Independent 0.03% 0.04% 0.05% -0.06% 0.09% 7 

Market Component 0.46 0.38 0.42 0.01 1.01 7 

C
er

am
ic

s 

Average Return 0.96% 0.89% 1.11% 0.00% 2% 4 

Market Independent 0.90% 0.84% 1.10% -0.07% 2% 4 

Market Component 1.11 1.08 0.11 1.00 1.26 4 

En
gi

ne
er

in
g Average Return 1% 0.04% 1% -0.27% 4% 28 

Market Independent 1% 0.01% 1% -0.28% 4% 28 

Market Component 0.64 0.58 0.64 -0.197 3 28 

Fi
na

nc
ia

l 
In

st
itu

tio
ns

 Average Return 0.23% 0.00% 2% -4% 8% 22 

Market Independent -1% -0.04% 4% -17% 8% 22 

Market Component 0.64 0.75 0.71 -0.08 3 22 
 

    Mean Median Standard Deviation Min Max Count 

Fo
od

 a
nd

 
A

lli
ed

 

Average Return 3% 0.09% 7% -0.08% 24% 11 

Market Independent 3% 0.08% 7% -0.07% 24% 11 

Market Component 0.34 0.00 1.3 -0.69 4 11 

Fu
el

 
an

d 
Po

w
er

 

Average Return 0.96% 0.05% 3% -0.05% 13% 18 

Market Independent 0.92% -0.002% 3% -0.14% 13% 18 

Market Component 0.43 0.36 0.43 -0.12 1.09 18 

In
su

ra
nc

e 

Average Return 1.06% 0.06% 3% -0.17% 14% 32 

Market Independent 1.14% 0.01% 3% -0.20% 14% 32 

Market Component 0.81 0.82 0.41 -0.30 1.41 32 

IT
 S

ec
to

r 

Average Return 0.06% 0.07% 0.04% 0.00% 0.10% 6 

Market Independent 0.02% 0.02% 0.02% -0.01% 0.06% 6 

Market Component 0.62 0.57 0.33 0.10 1.04 6 

Ju
te

 

Average Return 6% 6% 8% 0.41% 11% 2 

Market Independent 6% 6% 8% 0.4% 12% 2 

Market Component -4 -4 5 -8 0.04 2 
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    Mean Median Standard Deviation Min Max Count 
Pa

pe
r a

nd
 

Pr
in

tin
g 

Average Return 0.38% 0.38% 0.73% -0.14% 0.90% 2 

Market Independent 0.37% 0.37% 0.75% -0.16% 0.89% 2 

Market Component 0.21 0.21 0.18 0.08 0.33 2 

Ph
ar

m
ac

eu
tic

al
s a

nd
 

C
he

m
ic

al
s 

Average Return 1% 0.04% 2% -0.4% 6% 25 

Market Independent -61% -0.04% 295% -1475% 5% 25 

Market Component 937 0.49 4497 -0.22 22515 25 

Se
rv

ic
es

 
an

d 
R

ea
l e

st
at

e  

Average Return 0.02% 0.02% 0.06% -0.03% 0.10% 4 

Market Independent -0.02% -0.02% 0.06% -0.10% 0.05% 4 

Market Component 0.66 0.75 0.32 0.22 0.93 4 

Ta
nn

er
y 

In
du

st
rie

s 

Average Return 3% 2% 3% 0.82% 7% 4 

Market Independent 3% 2% 3% 0.76% 7% 4 

Market Component 0.70 0.80 0.32 0.25 0.95 4 

Te
le

co
m

m
un

ic
at

io
n 

Average Return 0.10% 0.10% 0.03% 0.08% 0.12% 2 

Market Independent 0.06% 0.06% 0.01% 0.05% 0.06% 2 

Market Component 0.72 0.72 0.33 0.49 0.96 2 
 

    Mean Median Standard Deviation Min Max Count 

Te
xt

ile
 

Average Return 0.86% 0.07% 2% -0.12% 11% 38 

Market Independent 0.84% 0.03% 2% -0.15% 10% 38 

Market Component 0.50 0.62 0.79 -3 2 38 

Tr
av

el
 a

nd
 

Le
is

ur
e 

Average Return -0.03% -0.02% 0.04% -0.07% 0.00% 3 

Market Independent -0.07% -0.04% 0.07% -0.15% -0.03% 3 

Market Component 0.66 0.50 0.50 0.25 1.21 3 

  



 

 65 

 
 
 
 
 
 
 

Part 5: Hospitality & Tourism 
  



 

 66 

Demystifying Gender Bias Intensity in Service Based Organizations 

Noel Criscione-Naylor and Jane Bokunewicz 

Hospitality and Tourism Management Studies  
Stockton University, United States 

Abstract 

Gender inequality and the value of gender diversity are widely acknowledged in the literature. 
Women experience organizational barriers relative to their success; yet, there are clear links 
between increases in representation of women in leadership roles to increases in financial results. 
As service based industries seek for a competitive means in a highly saturated and differentiated 
market, organizations should not neglect moving women to the top of their strategy focus and 
activities. Accordingly, this research investigated the intensity of gender bias in service based 
industries by functional area and examined the linkages between gender, gender bias, leadership 
rank, and equal opportunity measures to support organizations in using gender as a competitive 
strategy. This research was conducted with 138 participants and revealed gender bias as a 
complicated manifestation explained through the lens of Pluralistic Ignorance. Findings of this 
study demonstrate more women than men experienced gender bias despite both genders reporting 
equality in the work place.  This research contributes to understanding gender bias intensity 
factors, with the acknowledgement of Pluralistic Ignorance to explain contrary data, to promote 
organizational awareness and direct efforts. 

Keywords: gender, gender bias, gender stereotype, gender stigma, pluralistic ignorance, work 
environment, women, diversity, human resources 

Introduction 

Gender inequality and the value of gender diversity are widely acknowledged in the literature. 
Despite links between women and increases in financial results, gender bias is routinely 
overlooked and minimalized. Although there have been improvements between the wage disparity 
amongst men and women, the glass ceiling continues to triumph with the support of several other 
barriers to the success of women including gender bias and gender stereotyping, sexual 
harassment, the lack of mentors and role models, the lack of formal career development activities 
and projects, the exclusion from informal networks, the perception of leadership style, and value 
associated with male dominated behaviors and functional roles. One explanation for the failure to 
address these barriers is Pluralistic Ignorance which can lead to the perpetuation of unsupported 
social and workplace norms and limit reporting of such incidents (Halbesleben, 2009; Miller & 
Nelsen, 2002). Additionally, this social phenomenon is likely to occur when peers are gathered 
together, such as in the workplace, and may explain why group members often refrain from 
discussing their ultimate concerns with each other surrounding difficult topics (Grant, O’Neil, & 
Stephens, 2009; Miller & Nelson, 2002). As a result, organizations must acknowledge Pluralistic 
Ignorance and the broad environment’s reinforcement of gender stereotyping and women’s 
unconscious conformity to gender bias (Evans, 2011; Grant, O’Neil, & Stephens, 2009; 
Halbesleben, 2009; Miller & Nelson, 2002; Miller & Sisk, 2012). 

As service intense organizations seek for a competitive strategy to combat a highly saturated and 
differentiated market as well as the growing proportion of women spending contribution, service 



 

 67 

based industries need to focus on increasing organizational gender balance and leverage women 
talent. Accordingly, organizations are compelled to address the impact of gender bias and utilize 
their Human Resources function as a strategic entity to promote increases in organizational 
awareness and competitive strategies addressing gender bias and encouraging the development 
and recruitment of women within the industry. Organizations must support gender awareness and 
uncover systemic perceptions of gender performance and contribution as a condition for doing 
business to combat organizational, Pluralistic Ignorance (Miller & Sisk, 2012). Blayney and 
Blotnicky (2010) suggest that these activities must include building a diverse strategic culture in 
which Human Resources practitioners critically evaluate and review organizational promotion 
practices, reward and recognition systems offered, and developmental processes that are gender 
specific. Human Resources practitioners should help their organization’s identify signs of diversity 
problems, emphasizing the importance of documenting employment decisions and helping 
organizational leaders to create policies that are gender neutral, offer family flexibility, and create 
a fair work environment regardless of gender (Miller & Sisk, 2012). 

Research surrounding gender bias in the workplace exists and literature has begun to move from 
macro to micro views attempting to identify the manifestation of gender influenced activities in 
organizations in specific industry domains; more so being popular in the international market. 
Research has investigated and explored the relationships between women and men and the impact 
of gender from the perspective of leader and subordinate and the glass ceiling phenomenon. 
Women leadership has also been contextualized and compared to that of men in the hotel, gaming, 
and food and beverage segment. However, there is a significant gap in the literature that omits 
comparatively understanding the manifestation and impact of gender bias across traditional service 
based disciplines as well as examining it through the lens of Pluralistic Ignorance. Additionally, 
the research has not investigated this manifestation and the perceived relationship of gender bias 
to the organization, the leader, and equal opportunity in the workplace. The results of this study 
indicate a marginal relationship between perceived gender of a leader to subordinate and low 
acknowledgement of organizational and leader reinforcement of gender bias. However, the data 
offers contrary positions on the perceptions of gender bias held by men and women which 
perpetuates the existence and barrier of Pluralistic Ignorance. 

Literature Review 

Diversity as a whole has been identified as a strategic asset in which the overall existence of 
diversity promotes opportunities for interaction with diverse peers resulting in the possibility of 
higher learning, problem solving, creativity, innovation, and commitment to change (Borasi & 
Finnigan, 2010). Coupling this value in diversity and directing attention to the documented ability 
of women to increase profits and advance business from unique perspectives and leadership styles 
needs to become the focus of Human Resource practitioners. Furthermore, organizations must 
build a diverse environment, realizing that this can only be accomplished when women participate 
in all levels of management allowing talent to come together regardless of gender differences to 
affect business decisions (Evans, 2011). Organizations need to develop and promote change to the 
damaging impact of gender stereotyping and remove this barrier of bottom line performance 
potential through increasing gender balance in their organization (Blayney & Blotnicky, 2010; 
Evans, 2011). Clear links to the increased representation of women has already demonstrated 
positive bottom line results supporting the belief that women drive performance and contribute to 
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an organization’s competitive resources (Blayney & Blotnicky, 2010; Evans, 2011; Miller & Sisk, 
2012). 

Women find themselves trapped in leadership, gender stigmas. Women leaders face higher 
standards than male leaders and are rewarded less. Women that exhibit traditionally valued 
masculine leadership behaviors such as assertiveness are perceived as competent but are not well 
liked while  women that exhibit more feminine, stereotypical behaviors are more well liked and 
perceived as not having the necessary or valued leadership skills to strategically improve the 
performance of the organization (Evans, 2011). Organizations hold a common belief that 
masculine leadership characteristics, particularly those related to business acumen and influence, 
result in better performance while feminine styles of management are evaluated as deficient 
(Evans, 2011; Miller & Sisk, 2012). Although leadership characteristics and styles between men 
and women are marginal, women tend to have higher interpersonal behaviors and are more 
oriented to demonstrate collaborative and inclusive approaches to support and maintain 
relationships as compared to men (Blayney & Blotnicky, 2010; Evans, 2011). Accordingly, these 
differences may have a direct impact on women as compared to men relative to experiencing 
gender bias. 

Furthermore, women experience organizational barriers to their success including exclusion from 
informal networks, the lack of role models and mentors and the inability of organizations to support 
or offer opportunities for development (Evans, 2011). There is a significant lack of women role 
models as well as men that are comfortable taking on such a role with women (Miller & Sisk, 
2012). As a result, women receive less mentoring and have been perceived as misunderstanding 
mentoring advances as sexual advances (Blayney & Blotnicky, 2010; Miller & Sisk, 2012). 
Additionally, women rely on the organization’s formal process for career development and 
promotion while men tend to use the informal network to support career advancement objectives 
(Blayney & Blotnicky, 2010). This has resulted in female leaders having fewer development 
assignments and less mobility for career advancement opportunities. Research conducted by 
Blayney and Blotnicky (2010), identified that developmental assignments are highly correlated to 
career success and women become highly disadvantaged in increasing their capability which 
marginalizes women to lead smaller functional areas or smaller organizations as compared to men. 
Accordingly, a framework needs to be put into place to emphasize internal mentoring of staff to 
promote and develop women professionally and as organizational leaders (Evans, 2011). 

As such the authors hypothesize that: 

The gender of a direct supervisor impacts equal opportunity for women. Equal opportunity is 
defined as being selected and participate in informal networks and activities and receiving equal 
pay.  

In the development of an organizational strategy targeting the retention and promotion of women, 
there have been examples of success and the value of women leadership. These strategies have 
included developing a culture of retention and recruitment, increasing the number of women in all 
levels of roles, particularly leadership roles, recognizing women’s successes, and enhancing 
professional development opportunities (Evans, 2011). In one example, an organization was able 
to significantly improve women partnerships from 31% to 88% based on their efforts. This 
exemplifies the need to focus on successful employment and retention tactics to overcome barriers 
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experienced by women and to open the door for improved bottom line performance. Unless 
organizations take immediate action to address gender bias, organizations will be unable to attract 
and retain talented women to compete in the market. Surprisingly, 71% of companies do not have 
programs designed to develop women (Evans, 2011). 

As such the authors hypothesize that: 

Gender bias intensity varies by functional area, and leadership level. 

Clarifying the Nature and Meaning of Pluralistic Ignorance 

In the world of Sociology, the existence of Pluralistic Ignorance has been of great interest as a 
result of its consequences for employees and organizations. This social phenomenon is defined as 
the circumstance in which individuals infer that the perceptions, beliefs, and feelings guiding their 
own actions differ or are opposite from those guiding the identical actions of their peers 
(Halbesleben, 2009; Miller & Nelson, 2002).  This is likely to occur when peers are gathered 
together and may explain why group members often refrain from discussing their ultimate 
concerns with each other (Grant, O’Neil, & Stephens, 2009). This is due to group members’ lack 
of mutual visibility, misreading of behavioral cues by members of a reference group, or taking 
individual’s public behavior as diagnostic of their private thoughts and feelings (Grant, O’Neil, & 
Stephens, 2009; Miller & Nelson, 2002) 

For an organization, this is of importance when considering the existence of gender bias as 
Pluralistic Ignorance can lead to an employee feeling deviant from his or her work group or the 
organization, reducing retention (Halbesleben, 2009). If employees experience Pluralistic 
Ignorance, the deviance they experience threatens their social identity; by hiding their true opinion 
and outwardly supporting the perceived group norm they can appear as though they fit in with 
others (Halbesleben, 2009) which may increase the longevity and existence of gender bias and 
discrimination in the workplace. Furthermore, Pluralistic Ignorance suggests that at group 
gatherings, members will often refrain from discussing their ultimate concerns (religion, politics, 
discrimination, harassment, etc.) because they are under the false impression that most members 
of their group are uncomfortable discussing such topics or group members are ignorant of a norm 
even when in the presence of each other (Grant, O’Neil, & Stephens, 2009). For example, in a 
gender based scenario of sexual harassment, this suggests that when individuals within a group 
laugh at sexist jokes or do not adversely respond to sexist comments or behavior, they are 
conveying to others implicit support for the behaviors in question. This may occur despite their 
personal rejection of the sexist behavior. Furthermore, the ability to observe the behavioral cues 
that suggest that others support the sexist behavior will increase Pluralistic Ignorance and limit 
reporting of such situations (Halbesleben, 2009; Miller & Nelson, 2002). 

A consideration worthy in this study is to acknowledge within the bounds of Pluralistic Ignorance, 
if women feel that a majority of men are comfortable with the current environment, than they are 
more likely to accept the situation and even fail to report any experiences or concern. Additionally, 
fear, such as the fear of embarrassment of the individual or someone else, the fear of being 
materially exploited, and the fear of change or uncertainty—can produce avoidance behavior and 
hence contribute to Pluralistic Ignorance (Miller & Nelson, 2002). As such, individuals 
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inadvertently create spirals of silence and avoidance (Grant, O’Neil, & Stephens, 2009). This 
avoidance will ultimately prohibit gender equal opportunity and the elimination of gender bias. 

As such the authors hypothesize that: 

Evidence of Pluralistic Ignorance will be demonstrated by contrary respondent data and paradoxal 
trends. 

Methodology 

This study used a survey as a measurement instrument with Institutional Review Board approval. 
A 32 question survey was informed by the literature and developed.  The respondents were asked 
to rate the degree of their agreement or disagreement to a number of statements associated with 
experiencing gender bias and organizational culture in an attempt to answer the research 
hypotheses. Specifically, the survey utilized a five point Likert Scale with the exception of 
questions asking the respondents to select their level within the organization, the gender of their 
direct supervisor, and demographic information. The Likert Scale ratings included the following 
options: Strongly agree, agree, neutral/neither agree nor disagree, disagree, or strongly disagree. 
Only one selection was permitted per question. Limited questions allowed respondents to provide 
qualitative details of particular experiences or justification of a response.  The survey was deployed 
using Surveymonkey.com and shared via social media networks including Facebook and 
LinkedIn.  

Sample 

A total of 138 individuals responded to the survey. Out of 138 respondents, 110 identified as 
female and 28 as male. There was an option to select “other” for gender; no respondent identified 
in this category. 98 respondents obtained a college education including an associate, bachelorette, 
masters, or terminal degree. 35 respondents earned a high school diploma and the remaining 5 
respondents indicated “some college”. 138 respondents reside within the United States. Two of 
138 participants identified as having a disability. To capture specific industry information, the 
survey requested participants to identify their specific industry type including retail, 
casino/gaming, food and beverage, hotel or other (requesting the respondent to specify). This 
information is listed in Table 1. Some examples of industry “other” types were Theme Parks, 
Entertainment, Destination Management, and Health Care. Additionally, the survey captured the 
specific functional area within the industry. A summary of this data can be found in Table 2.  

Table 1. Respondents by Industry Area 
Industry Count Percentage 
Retail 6 4.38% 
Casino/Gaming 56 40.88% 
Food and Beverage 28 20.44% 
Hotel 14 10.22% 
Other 33 24.09% 
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Table 2. Respondents by Functional Area 
Functional Area Count Percentage 
Accounting 4 2.9% 
Administrative 6 4.35% 
Customer Service 23 16.67% 
Marketing 8 5.8% 
Operations 18 13.04% 
Human Resources 37 26.81% 
Sales 8 5.8% 
Finance 6 4.35% 
Legal 0 0% 
IT 4 2.9% 
Engineering 0 0% 
Product 1 0.72% 
Research and Development 0 0% 
International 0 0% 
Business Intelligence 1 0.72% 
Manufacturing 0 0% 
Public Relations 2 1.45% 
Other 20 14.49% 

Findings 
A high percentage of both men and women perceived gender equality in the workplace, see Figure 
1. 85.7% of men and 68.2% of women responded that their work is valued equally regardless of 
their gender.  Similarly, 75% of men and 59.7% of women responded that they have equal access 
to opportunities, including promotion, regardless of their gender.  Despite this perception of 
equality, 47.3% of women reported experiencing gender bias, defined in the survey as being treated 
differently than a woman or man counterpart and 50% of women reported the existence of salary 
gaps among men and women at the same level in their organization.  This contrary data creates a 
paradox between perception and experience among women.   

 
Figure 1. Perception by gender. This figure displays “Strongly Agree” and “Agree” data by gender 

Men in the study had a more positive perception of workplace equality and reported a lesser 
percentage of experienced gender bias. Only 14.3% of men reported experiencing bias compared 
to 47.3% of women. Most men in the study did not acknowledge the existence of gender bias. Only 
21.4% of men reported the existence of salary gaps between men and women.  Additionally, the 
men in the study did not acknowledge that their gender provided a competitive advantage while a 
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higher percentage of women reported that their gender did provide competitive advantage (19.1% 
of women compared to only 7.2% of men).  A higher percentage of men than women had a positive 
view of the work environment regarding equal opportunity and work being valued equally.   

A slightly higher percentage of respondents with women leaders perceived equality in the 
workplace compared to those with male leaders, see Figure 2.  84.3% of respondents with female 
leaders indicated that their direct supervisor does not consider gender in task assignments 
compared to 73.1% of respondents with male leaders.  The results were similar regarding the 
perception of equal opportunity and work being valued equally. 64.7% of respondents with female 
leaders compared to 61.5% of those with male leaders reported having equal opportunity and 
73.1% of respondents with female leaders compared to 70.5% with male leaders reported that their 
work was valued equally.  The percentage of respondents identifying salary gaps was similar with 
both male and female leaders (46.2% of respondents with female leaders and 42.3% with male 
leaders).  A similar paradox exists in these findings between perception and experience.  Despite 
the high percentage of perceived equality, 46.1% of respondents with female supervisors and 
39.8% with male supervisors reported actually having experienced bias.  

 
Figure 2. Perception by supervisor’s gender. This figure displays “Strongly Agree” and “Agree” data by 
supervisor’s gender 

Among respondents in this study, the highest percentage of respondents who experienced bias 
were at the highest levels of management, see Figure 3. 51.4% of respondents at the senior 
management level and 46.2% at the owner/executive level reported experiencing bias compared 
to only 24% at the entry level.  Similarly, 60% at the level of senior management and 46.2% at the 
owner/executive level identified salary gaps, compared to only 28% at the entry level.   The 
perception/experience paradox is most apparent at the owner/executive level where despite a high 
percentage of people experiencing bias, 84.6% reported work being valued equally and 76.9% 
reported equal opportunity between genders.  
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Figure 3. Perception by level. This figure displays “Strongly Agree” and “Agree” data by leadership level 

The results of the survey revealed wide variation in respondents reporting have experienced bias 
by functional area, see Figure 4.  The highest percentage of respondents reported that they have 
experienced bias was in the Marketing and Operations areas at 62.5% and 55.5% respectively.  
The Customer Service area had the lowest percent reported that they have experienced bias at 
30.4%. 66% of respondents in the Finance area identified salary gaps compared to only 25% in 
Accounting, traditionally dominated areas by men. 

 
Figure 4. Perception by functional area. This figure displays “Strongly Agree” and “Agree” data by functional area 
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More men than women in the study indicated a willingness to participate in activities, see Figure 
5. A high percentage of men and women, 92.8% and 88.2% respectively, said they would 
participate in activities regardless of the gender of their peers.  Only 65.4% of women compared 
to 85.7% of men said they would participate in activities lead by men.  A slightly higher 
percentage, 69.8%, of women said they would participate in activities lead by women however 
this is still lower than the 89.3% of men responded that they would participate.  

 
Figure 5. Participation in activities. This figure displays “Strongly Agree” and “Agree” data by participation in 
activities by gender 

Discussion and Conclusion 

It is known that women experience barriers in the workplace relative to gender. The degree and 
significance varies; however, common themes include lack of access to projects, value of work, 
salary, and after work activities have been identified as top barriers to success. Additionally, with 
the acknowledgement and lens of Pluralistic Ignorance, an additional and intangible barrier 
presents itself in the workplace. Accordingly, the purpose of this discussion is to provide the 
study’s data in support of answering the research hypothesizes and to reconcile the discrepancies 
between the reported occurrences and reporting of gender bias related variables. Pluralistic 
Ignorance is used to provide an explanation for contrary responses and paradoxal trends that 
emerged in the data. 

In support of research hypothesis one, the gender of a direct supervisor impacts equal opportunity 
for women, it is perceived that the gender of an individual’s direct supervisor does not have a 
significant effect on equality opportunity. Men and women both reported equality in equal 
opportunity related questions and reported equal access to opportunities, including promotion, 
regardless of their gender.  Despite this response data, nearly half of all women respondents 
reported experiencing gender bias, defined in the survey as being treated differently than a woman 
or man counterpart. There is a clear gap in the perception of respondents and their report of having 
experienced gender bias. Accordingly, respondent data did not identify or recognize the root of 
gender bias experiences. Based on this paradoxal reporting, gender bias is merely acknowledged 
as existing and lacks substantial evidence of the source of continued discrimination.  
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In support of hypothesis three, evidence of Pluralistic Ignorance will be demonstrated by contrary 
respondent data and paradoxal trends, patterns in the data may be directly linked to group 
members’ lack of mutual visibility, misreading of behavioral cues by members of a reference 
group, or taking individual’s public behavior as diagnostic of their private thoughts and feelings 
as supported by the literature (Grant, O’Neil, & Stephens, 2009; Miller & Nelson, 2002). This is 
again supported in the example of men and women respondents identifying similar salary gaps 
based on gender of their leader; yet, looking at the data by gender, women are significantly more 
likely to identify gaps while men are highly unlikely to report any disparity in wages.  

Reporting in this research study is similar to Pluralistic Ignorance studies surrounding sexual 
harassment in which individuals convey to others implicit support for behaviors, actions, and the 
organization culture in question, ultimately limit reporting of such situations or creating avoidance 
of the topic all together (Halbesleben, 2009; Miller & Nelson, 2002). This avoidance is of great 
concern for service based industries as it will ultimately prohibit gender equal opportunity and add 
an additional barrier for women in the workplace. Furthermore, it will have a negative impact on 
retention, raises in women in leadership, and using women as competitive human capital. 

In addressing hypothesis two, gender bias intensity varies by functional area and leadership level, 
there is variation in gender bias intensity by functional area. Traditionally male dominated areas, 
such as finance and accounting, demonstrate the highest reported gender bias areas. Accordingly, 
traditionally female dominated areas like customer service received the lowest reported gender 
bias experiences. The identification of intensity by functional area supports the need to inform and 
educate the existing workforce and address organization’s culture and norms that may be the result 
or effect of Pluralistic Ignorance. As such and referencing research hypothesis one, although 
gender may not have a significant impact on equal opportunity, the functional area in which an 
individual pursues may, along with the gender of a direct supervisor and willingness to participate 
in activities. 

The lack of acknowledgement of the existence of gender bias by men and by the highest levels of 
management is concerning.  More men than women are in higher level management positions.  For 
example, in this study 78 respondents reported having a male supervisor compared to 52 who 
reported having a female supervisor despite women comprising the majority of respondents.  If 
individuals in higher leader levels with authority and power to positively impact equality in the 
workplace do not see this inequality, this will impede efforts to change it. As such, the data 
supports research hypothesis two not only in gender bias intensity differences by functional area 
but includes by leadership level. Accordingly, the higher the leadership level, the more likely an 
individual is likely to experience gender bias, particularly women. 

Although there are limitations of this study including sample size, geographic location of 
respondents, and further evaluation of additional variables such as leadership behavior and 
organizational structure, this study contributes to existing literature by clarifying linkages between 
gender, gender bias, leadership rank, and specific industry functions by exposing the dynamism 
and relationship among these considerations as well as the impact of Pluralistic Ignorance. As a 
result, findings of this study improves awareness in service intense organizations and promotes 
organization’s ability to more effectively direct efforts leading to improved performance and 
competitive advantage with equal opportunity and gender diversity. This research offers Human 
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Resource practitioners a starting point to review organizational culture and norms to prepare to 
evaluate and generate awareness to address gender bias and Pluralistic Ignorance in the workplace. 
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Abstract 

Self-efficacy refers to individuals’ levels of confidence in their ability to execute a course of action 
or achieve specific performance outcomes. Hence, it remains as an integral element in the 
relationship between ability and performance. This study therefore uses self-evaluation to achieve 
a better understanding of how self-efficacy relates to job outcomes (job performance, job 
satisfaction and well-being) among tour guides who significantly influence tourists’ impressions 
of a destination. The Structural Equation Modelling (SEM) is adopted to examine significant 
relationships between these factors. The results found that self-efficacy is positively associated 
with these job outcome variables and that job performance was positively related to job satisfaction 
and well-being. Further, this positive relationship was indicated between job satisfaction and well-
being. These results have practical implications for the tour guide population, as they can provide 
a roadmap for developing self-efficacy interventions which can improve their job 
performance/satisfaction as well as psychological happiness and well-being.   

Keywords: self-efficacy, tourism, tour guide, job outcome 

Introduction 

The importance of self-efficacy has been the topic of increasing research in the behavior literature 
(Pan et al., 2011; Chen et al., 2015). In the late 1970s, several researchers turned their attention to 
assessing self-beliefs in a more task-specific way. Among these efforts, one of the most important 
focused on self-efficacy (Ramchunder & Martins, 2014). Self-efficacy is a concept developed by 
Bandura from his social learning theory in 1977, and he defined it as people’s beliefs, expectations 
and self-confidence in their ability to perform tasks to a certain standard. However, self-efficacy 
does not refer to a person’s actual skills, but rather one’s beliefs about one’s potential 
accomplishments. The strength of self-efficacy influences people’s efforts to overcome obstacles 
and solve any variety of challenging situations which is the chief construct linking ability to 
performance. People with high self-efficacy have greater confidence in their ability to mobilize 
the resources necessary to meet the demands of a given situation and thus successfully complete 
the task at hand (Wood & Bandura, 1989, p. 408), resulting in greater confidence in successfully 
completing a task. Those with lower self-efficacy, on the other hand, are associated with lower 
confidence to complete the task, leading to negative attitudes or escape while facing the difficulties 
(Bandura, 1977). Numerous studies have demonstrated the positive links between self-efficacy 
and different behavioral outcomes, such as in educational (e.g. Chesnut & Cullen, 2014), 
environmentally responsible behavior (e.g. Tabernero & Hernández, 2011), and organizational 
settings (e.g. Khedhaouria, Gurău, & Torrès, 2015). 

Job outcomes, such as employees’ job performance, job satisfaction, and well-being, have always 
been a major concern of managers and researchers in the management field (Gountas et al., 2014). 
Bandura (1977) and Wood and Bandura (1989) indicated that self-efficacy’s ability to direct 
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interests, motivation and perseverance make it the most effective predictor of performance. Beliefs 
about efficacy have an important influence on employees’ behavior and attitude, and efforts to 
strengthen self-efficacy accordingly have a positive effect on work engagement, job satisfaction 
and job performance. The level of self-efficacy can thus be seen as a predictor of the effort invested 
in a particular task or activity, and this will turn clearly influence the employees’ job-related factors 
(McNatt & Judge, 2008). For example, those with higher self-efficacy will be more likely to have 
high job performance (Judge et al., 2007) and higher job satisfaction and institutional commitment 
(Aliyev & Tunc, 2015). In addition, they are better at coping with stress (Lubbers et al., 2005), 
which results in enhancement of achievements and psychological happiness and well-being 
(Adeyemo, 2008; Salami, 2010). 

Some studies suggest that self-efficacy is a learned human characteristic (Vuk et al., 2015). It has 
additionally been stated that once this skill is acquired, it can be improved effectively and allow 
individuals to confidently perform required duties. More specifically, when someone encounters a 
challenge, they may view an obstacle from a more positive stance while retaining a sense of 
tranquillity. It is interesting to note that there remains scant research regarding the association 
between self-efficacy and job outcomes of tour guide professionals, who play the front-line service 
providers in the tourism industry. Additionally, tour guides’ performance greatly influences 
tourists’ perceptions of the host destination, and they are thus instrumental in the success or failure 
of a tour experience (Min, 2011, 2012, 2014, 2016). Therefore, this study examines these 
relationships using self-evaluation, with the goal of achieving a better understanding of how these 
factors (self-efficacy, job performance, job satisfaction and wellbeing) interact among guide 
groups. Structural equation modelling (SEM), a type of multivariate analysis, is adopted to 
determine if there exists significant relationships among the previously mentioned factors. Such 
an investigation provides the simultaneous estimation of multiple regressions, ultimately 
confirming the theoretically built model.  

Literature Review 

Self-efficacy refers to one’s belief in one’s ability to successfully execute a certain course of 
behavior or cope with environmental demands. In order to understand how self-efficacy relates to 
employee job-related outcomes and well-being, it is important to understand the psychological 
mechanisms that may explain this relationship. Self-efficacy is linked to task-specific capability, 
and individuals with high self-efficacy are therefore able to set high goals, put forth greater effort, 
and perform more effectively. Wood and Bandura (1989) found that people who have confidence 
in their competencies have a greater likelihood of initiating actions and persisting in their efforts. 
In occupational terms, employees with competence and confidence in their skills will be more able 
to achieve their goals and produce successful outcomes in areas such as job performance, job 
satisfaction and increased well being (Karatepe et al., 2007). There is empirical evidence to support 
the premise that self-efficacy beliefs play a major role in job, and psychological and physical health 
outcomes. For example, Hartline and Ferrell (1996) indicated that self-efficacy was positively 
related to hotel customers’ perceptions of service quality (frontline employee performance). 
Brown et al. (1998) assessed the self-set goal levels and sales performance and found that self-
efficacy had strong direct and indirect links on sales performance. The same positive association 
has been demonstrated in different organizational and academic settings, such as for two different 
samples of real estate sales agents and billboard advertising salespeople by Wang and Netemeyer 
(2002), undergraduate students by Prussia et al. (1998), scientists’ by Randhawa (2007), and high 
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school students’ music performance by Hewitt (2015). The moderating effect of self-efficacy has 
also been examined by Pan et al. (2011), who found that self-efficacy moderates the mediated 
effects of supervisory mentoring on job performance and career satisfaction through personal 
learning such that the mediated effect on job performance is stronger when employees have higher 
self-efficacy through path analytic tests. Similar findings of Alessandri et al. (2015) showed that 
when work self-efficacy beliefs are high or medium, there exists a residual effect of positive 
orientation on job performance. 

In light of the weight of the empirical evidence, the following hypothesis is proposed: 

Hypothesis 1: Tour guides’ self-efficacy will be positively related to job performance. 

Some researchers observed a positive relationship between self-efficacy and job satisfaction. For 
example, Hartline and Ferrell (1996) found that feelings related to individual efficacy, such as 
competence and confidence, make a job more enjoyable. Similarly, Judge and Bone (2001) found 
that those with high self-efficacy will be more likely to receive benefits at their work, which in 
turn leads to greater job satisfaction. A study by Caprara et al. (2006) investigated over 2,000 
teachers in 75 Italian junior high schools and found that teachers’ self-efficacy beliefs were 
determinants of job satisfaction and students’ academic achievement. Karatepe et al. (2006) 
conducted a path analysis, which demonstrated the direct effect of self-efficacy on job satisfaction 
in the sample of frontline employees in hotels. A significant positive correlation was found in some 
studies using different sampling, such as employees in a health care firm (O’Neill & Mone, 1998), 
frontline bank employees (Chebat & Kollias, 2000), nurses (Zellars et al., 2001), tour guides (Idrus 
et al., 2015) and psychological counselors (Aliyev & Tunc, 2015). Self-efficacy is thus a useful 
mechanism for explaining individual behavior, as it provides a foundation for motivation, well 
being and personal accomplishment (Noor et al., 2012; Niu, 2010). For instance, Nielsen and 
Munir (2009) found that self-efficacy can positively predict one’s likelihood of being in a positive 
state of mind. Nielsen et al. (2009) argue that employees' perceived self-efficacy in coping with 
work demands is linked to increased job satisfaction and well-being. Evidence of this relationship 
was also reported by Duggleby et al. (2009) and Salami (2010). 

Therefore, based on the empirical evidence outlined above, the following hypotheses are proposed: 

Hypothesis 2: Tour guides’ self-efficacy will be positively related to job satisfaction. 

Hypothesis 3: Tour guides’ self-efficacy will be positively related to well-being. 

Previous studies regarding job satisfaction and job performance relationships have examined this 
issue in great depth. Netemeyer, Brashear-Alejandro and Boles (2004) focused on sales 
representatives from the United States, Puerto Rico and Romania and found that high levels of job 
performance are linked to a rise in job satisfaction. Karatepe et al. (2007) supported these findings 
through their empirical study of hotel employees. Researchers have additionally determined a 
relationship that directly connects job satisfaction and well-being. This link was stated by Begat, 
Ellefsen and Severinsson (2005) who concluded that nurses’ well-being was reflected through their 
work satisfaction. In addition, the association between job performance and employees’ well-being 
has been examined in the management field. Using emotional exhaustion as an indicator of 
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affective well-being, Taris (2006) found the average correlation between emotional exhaustion and 
well-being was -.22, presenting a moderate relationship. 

Given the above arguments, the following hypotheses are proposed: 

Hypothesis 4: Tour guides’ job performance will be positively related to job satisfaction. 

Hypothesis 5: Tour guides’ well-being will be positively related to job performance. 

Hypothesis 6: Tour guides’ job satisfaction will be positively related to well-being.  

Methodology 

Instruments and Procedure 

The present study involves the collection and analysis of quantitative data in order to examine the 
relationships among self-efficacy and job outcomes (such as job performance, job satisfaction and 
wellbeing). Four self-report instruments were used to assess the associations of these four 
variables. All items are measured using the closed ended questioned designed to obtain responses 
on a five-point Likert scale. 

General Self-efficacy Scale (GSES) includes 10 items (e.g. “I can always manage to solve difficult 
problems if I try hard enough” “I can usually handle whatever comes my way”). It was developed 
by Schwarzer and Jerusalem in 1995. The tour guides were asked to evaluate how capable they 
felt in carrying out the described action or behavior, and a higher score indicates a higher level of 
self-efficacy.   

Chinese Job Performance Scale developed by Lee et al. (1999) was used to assess job performance 
among tour guides in the current study. The scale embraces efficiency (4 items), effectiveness (4 
items), and quality (3 items), and has been adapted to the Chinese population with good reliability 
and validity . 

Short-form of MSQ (Minnesota Satisfaction Questionnaire) developed by Weiss et al. (1967) 
measures the tour guides’ job satisfaction, which is widely adopted and provides a reliable scale. 
The 20-item scale includes three dimensions: intrinsic (12 items), extrinsic (6 items), and general 
satisfaction (2 items). Tour guides were asked to indicate how they feel about different aspects of 
their present job, such as “being able to keep busy all the time”, “the chance to do things for other 
people” etc. Prior tourism research on the MSQ has successfully demonstrated that the scale's 
psychometric properties are acceptable (eg. Yeh, 2013; Gunlu et al., 2010). 

Chinese Happiness Inventory (CHI) was adopted to assess perceived level of happiness among 
tour guides. These 10 items’ scores represent the respondents’ feelings of subjective well-being, 
and a high score indicated high levels of well-being (Lu, 2006). 

In preparation for conducting the current study, it was submitted for review by the Institutional 
Review Board (IRB), who certified that it meets their requirements. According to the Monthly 
statistical report (Tourism Bureau, 2018), there is a total of 39, 782 licensed tour guides working 
in Taiwan, majority of whom are a freelance basis. The Taiwan Tourist Guide Association 
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therefore provided the assistance on survey distribution, because they would benefit from the 
findings. A total of 500 surveys were distributed, and the profiles of the respondents are shown in 
Table 1. The usable cases consisted of 234 males (56.7%) and 179 females (43.3%), which is an 
accurate reflection of the gender proportions of Taiwan’s tour guide population (59% : 41%) 
(Tourism Bureau, 2018). The majority of respondents were over 40 years old (81.6%), and more 
than half of the respondents (70.7%) were university graduates (47.9% undergraduate; 22.8% 
postgraduate). Regarding marital status, 63.9% were married, 32.7% were single, and 3.4% were 
divorced or widowed. Most (62.3%) respondents had worked as a tour guide for less than 10 years. 
The most common language used was Mandarin Chinese (70.7%), while fifty-five tour guides 
(13.3%) indicated that they used more than one language. 

Table 1. Demographic Profile of Respondents 

 

Empirical Results 

The collected data were analysed using SPSS 20.0 and SmartPLS 3.2.4 for Windows. In terms of 
intercorrelations, there were significant correlations amongst all the dimensions. Table 2 also 
revealed, as expected, that tour guides’ tour dimensions of self-efficacy were positively and 
significantly related to job outcomes (such as job performance, job satisfaction and wellbeing). In 
addition, there were significant correlations amongst all the scales and subscales of job outcomes 
tested by the Pearson Correlation. The Cronbach alphas, ranging from 0.803 to 0.925, indicate that 
internal consistency exists. 
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Table 2. Pearson Correlation, Means, Standard Deviations, and Cronbach Allpha Reliability 
among Model Variables 

 
Note: SE, self-efficacy; JP, job performance; JE, job efficiency; JE1, job effectiveness; JQ, job quality; JS, Job 
Satisfaction; EJS; extrinsic satisfaction; IJS, intrinsic satisfaction; WB, wellbeing  
*p<.05, **p<.01, ***p<.001 

Assessment of Measurement Model and Hypotheses Testing 

The indicators of goodness of fit are comparative fit index (CFI) = 0.960, Non-Normed Fit Index 
(NNFI) = 0.958, Incremental Fit Index (IFI) = 0.960, (acceptably ≥ 0.90) and root mean square 
error of approximation (RMSEA) = 0.0732 (acceptably ≤ 0.08). Based on the results, all of the 
model-fit indices exceeded the common acceptance levels, thus demonstrating that the 
hypothesized model fits the empirical data well. Table 3 shows that the CR (construct reliability), 
the shared variance among a set of observed variables measuring an underlying construct, was 
above the suggested criterion of 0.70. It demonstrates high reliability for all the constructs. The 
average variance extracted (AVE) used to assess convergent validity represents the overall amount 
of variance in the indicators captured by the latent construct. Satisfactory evidence for convergent 
validity was provided because each AVE value exceeded the threshold values of 0.5. 

Table 3. Measurement Model Results 

 
a Construct reliability =(Σ Standardized loadings)2/[(Σ Standardized loadings)2 +Σ Єj]. 
b Average variance extracted (AVE) =Σ (Standardized loadings2)/[ Σ (standardized loadings2) +Σ Єj], where Єj is 
the measurement error. 
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Assessment of Structural Model and Hypotheses Testing 

The present study tested eight hypotheses through SEM in the developed research model. The 
structural paths were estimated to examine the hypothesised relationships among independent and 
dependent variables, graphically displayed as Figure 1. The observed variables are enclosed in 
squares, and the latent variables are enclosed in circles. A one-way path between constructs is 
indicative of a hypothesised direct effect of one construct on another. 

 
***p<.001 
Figure 1. Results of structural equation model 

Within the overall model, the estimates of the structural coefficients provide the basis for testing 
the proposed hypotheses. Table 4 reports the results of the hypothesis tests, and all paths in the 
model were significant. The findings fully supported the hypotheses 1-6, with a significant 
(p<0.001), and these findings are consistent with the results in previous studies. In addition, the 
total effect is therefore recognized based on the structural coefficients. 

Table 4. Summary of Hypothesis Testing Results 

 

Previous empirical research has provided a direct relationship between self-efficacy and three 
work variables, and associations among work outcomes. Therefore, for the purpose of ruling out 
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the possibility of such direct effects, the mediating effects of job performance and job satisfaction 
was further assessed by analyzing the indirect effects of self-efficacy-job satisfaction and 
wellbeing, as well as self-efficacy - well-being. The results showed that the mediating effect of job 
performance between self-efficacy and job satisfaction reaches 0.307 of the multiplication of two 
coefficients (0.694 x 0.442 = 0.307), which is more than the direct impact of self-efficacy on job 
satisfaction (0.175). These findings indicate that job performance does not have a partial 
mediating role in the relationship between self-efficacy and job satisfaction. The partial mediating 
role of well-being was also examined, and the results indicated. In addition, job satisfaction plays 
a partial mediating role in the relationship between self-efficacy and well-being. Table 5 
summarises the measured effects of all relationships. 

Table 5. Direct, Indirect and Total Effects of Relationships 

 

Conclusions 

Self-efficacy refers to individuals’ levels of confidence in their ability to execute a course of action 
or achieve specific performance outcomes. People who have high self-efficacy will believe in their 
ability to perform a specific task, and this results in greater perseverance, better flexibility at coping 
with challenges, and an enhanced feeling of self-accomplishment. Conversely, people with low 
self-efficacy will have less confidence in their ability to perform a specific task, which results in 
them giving up prematurely and thus failing at higher rates. While there is considerable evidence 
of the importance of self-efficacy and its relationships with various work related factors have been 
acknowledged in different organizational settings, there is currently a lack of research in the 
tourism literature examining its consequences among the tour guide population, who significantly 
influence tourists’ impressions of a destination (Min, 2011, 2012, 2014, 2016). 

The obtained results indicated that self-efficacy and the job outcomes were positively correlated; 
tour guides with higher self-efficacy levels reported having more job performance, job satisfaction 
and wellbeing. The results are consistent with previous research showing these relationships for 
other settings. As stated previously, the research has identified that the competencies of self-
efficacy can be learned and enhanced through proper training techniques. Such training in turn 
allows an individual to become more confident in successfully completing tasks when faced with 
challenging situations, resulting in better work related outcomes.The results of this study can 
therefore lead to the planning of interventions and training initiatives for the purpose of further 
developing necessary skills to improve the abilities of efficacy, such as instruction, counseling, 
positive thinking exercises or practicing of new behavior to increase the abilities of self-efficiency. 
In practice, this can help tour guides to deal with stress and enhance their work outcomes. In 
addition, the findings of this study can facilitate the planning and execution of more successful 
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recruitment or on-the-job practices, which should result in higher levels of productivity and a 
happier and healthier workforce. 

Regarding the limitation and avenue for future research, most of the participants in this study were 
junior tour guides, with less than 10 years’ experience. Sampling extending to guides with different 
levels of experience will be conducted for future study in order to yield more objective research 
results. 
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Abstract 

The aim of the study is to study the contributions of local authorities to develop gastronomy 
tourism. Interview method being one of the qualitative research methods is preferred. 10 questions 
formed by taking interview form literature survey and the studies of Gürbüz, Serçek ve Toprak 
(2017) as an example, are prepared.  The population of the research is formed by tourism sharer 
of Adana city, research sample is formed by Adana Provincial Directorate of Culture and Tourism 
and Cukurova Development Agency.  Interviews were made on 09th of January 2018 with 
authorized people working in these institutions.  As a result of the interviews, it has been seen that 
local authorities are aware of gastronomy tourism and they started studies to realize gastronomy 
tourism potential in Adana.  It has been determined that they did plans in the furtherance of Adana 
gastronomy tourism, gave importance to advertising with activities such as Adana Gastronomy 
Fest, Gastronomy Market.  It has been concluded that the local authorities are the most effective 
institutions on gastronomy tourism. It has been deduced that they are conscious about gastronomy 
tourism and they are involved in the activities to develop gastronomy tourism in Adana. The local 
authorities are suggested to increase studies made on this subject, to study in different populations 
and sample groups in academic studies and to introduce an integrated study.   

Keywords: local authorities, gastronomy tourism, Adana 

Introduction 

In recent years, tourism has become one of the most researched subjects. Nowadays tourism has 
economic effects such as increasing the production and providing employment opportunities, 
providing foreign exchange earnings and stabilizing distribution of income. That’s why it is one 
of the most important service industries for many countries. Because of the reasons such as cities 
becoming crowded with the increasing populations, job stress and globalization, to be involved in 
tourism activities has become a social and cultural requirement for people (Keskin, 2015: 144). 
This situation causes differences in tourism demand. The more tourism demands differentiate, the 
more new tourism types have been introduced. One of them is gastronomy tourism (Kurnaz, 
Özdoğan and Akyurt Kurnaz, 2017: 112).  Gastronomy tourism has become a tourism type which 
is attracting a great deal of intention and a growing one with the increasing attention to locality in 
recent years (Canizares and Guzman, 2012: 229).   

Gastronomy tourism which is developing rapidly all around the world is providing an advantage 
with regards to tourism for countries developed with their gastronomic identities. Since Turkey 
prevailed in a wide geographical area in Ottoman period, it has a rich food culture as a result of 
interactions with different ethnic groups. Thus it has a gastronomy tourism potential which can be 
developed (Türker ve Aksu, 2017: 127). It is more appropriate to go into action starting from local 
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for the development of tourism in Turkey. In this respect local authorities have important 
responsibilities for the development of different tourism types (Keskin, 2015: 149).  

Local authorities play an important role in the development of tourism and they have a great 
contribution locally (Cameron, Memon, Simmons and Fairwether, 2001:1). Adana is a city which 
has a tourism potential open to development with its geographical position, historical and cultural 
wealth (Ballı, 2016: 5).  To enable the realization of this potential is possible with the support of 
local authorities. The aim of this study is to reveal the contributions of the local authorities to 
develop gastronomy tourism in Adana and to make a contrubiton to the literature. In this regard, 
local authorities and their benefits to develop tourism, gastronomy tourism and Provincial 
Directorate of Culture and Tourism will be analyzed.  

Literature Review 

As a result of the literature review made about the subject, firstly local authorities will be 
mentioned. Then gastronomy tourism will be referred and the contributions of local authorities 
will be mentioned. Finally some information will be given about gastronomy tourism in Adana. 

Local Authorities 

There are a lot of studies made on local authorities and different definitions of local authorities are 
made. Bilgin (2002: 314) defined local authorities as a regime staying out of governmental central 
organs, administered legally by the state but having its own decision making bodies with its 
distinctive characteristics and legal entity, elected by local public.  In other words; local authorities 
are the organizations executed by the local organs elected by local public, providing needs of 
individuals in local society and providing public properties and services (Pustu, 2016: 98). Briefly, 
local authorities are one of the lower management organs of the state which gives self-governance 
opportunity to public (Taştekin, 2016: 95). 

The origin of the local authorities goes back to the ancient times. Cities in the ancient times, 
municipalities having local and political jurisdiction in The Roman Empire and city states called 
“polis” in ancient Greece are one of the first examples of local authorities (Çiçek, 2014: 55).  When 
it is approached sociologically, local authorities are a result of the requirement of communal life. 
In this respect communities, which is called “commune” where people settle in a place and are 
organized there, form the basis of present local authorities. Present local authorities are formed as 
a result of this organization’s executive restruction and becoming a legal entity with the addition 
of some legal authorities (Özel, 2014: 157).  

Contemporary local authorities in Turkey emerged in Tanzimat Reform Era. Before Tanzimat, 
Osmanlı used to have typical organizations which used to give local services. City management in 
Ottoman was a public work under the central authority and was conducted by the officers 
appointed by the central authority (Ünal, 2011: 241-242). Present local authorities were founded 
in the Republic Period. With the Village Law dated 1924 and 1580 Municipal Law dated 1930, 
the basis for the organizational structure of the local authorities has been formed (Bilgin, 2002: 
314-315). 
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Gastronomy Tourism and the Contributions of Local Authorities 

Gastronomy term is a discipline having a long-standing history and many research studies have 
been made on. On the other hand gastronomy tourism has become a course debated and researched 
for 10 years.    Gastronomy tourism are the journeys that people have, to learn cuisine traditions 
of different cultures upon their requests to experience foods and beverages belonging to these 
cultures (Sarıışık and Özbay, 2015: 267). Contribution to the local and regional development is 
one of the most important factors of gastronomy tourism. It protects local inheritance of foods, 
develops agricultural production and promotes domestic products (Bucak and Aracı, 2013: 207-
208).  

Gastronomy tourism is generating motivation to travel with a desire to experience new foods and 
beverages. Thus the main source of motivation for gastronomy tourism is various gastronomic 
activities. Food festivals, wine festivals, travels to cuisine museums,  tasting local foods and 
beverages, visiting local producers and restaurants are some of these activities (Kılıç and Gövce, 
2017: 68; Alper, Özdoğan and Akyurt Kurnaz, 2017: 115; Türker and Aksu, 2017: 128). These 
activities carry a local destination onto an international platform and contribute to the development 
of gastronomy tourism and the destination to gain a competitive advantage against others (Bucak 
and Aracı, 2013: 205; Üzülmez, Özata, Akdağ, Sormaz and Onur, 2017: 88). Also gastronomy 
tourism activities contribute to the branding and promoting of cities introducing food culture and 
gastronomic differences which belong to these cities (Özaltaş Serçek and Serçek, 2015: 23).  

Gastronomy tours which have started attracting a great attention across the world are showing up 
as one of the activities made for gastronomy tourism (Şengül and Türkay, 2016: 89). France, Spain, 
Italy and Portugal are the countries where gastronomy tours are increasing in Europe. Activities 
made in these tours are visits to local cheese producers and local bazaars, joining wine festivals, 
local foods and drinks festivals and etc. (Bitsanı and Kavoura: 2012: 304; Güzel Şahin and Ünver, 
2015: 6). The Festival of Saint Vincent in France, The Waiheke Wine Festival in New Zeland 
(Charters, 2009: 374-375), Sheridan’s Irish Food Festival in Ireland, Tasting Australia Festival in 
Australia (Karagiannis & Metaxas, 2017) are some of these events. Thus local foods play an 
important role in gastronomy tourism since they provide a distinctive experience which belongs to 
the region (Sims, 2009: 326).  When the festivals such as Rice Festival in France Arles, Primi 
d'Italia in Italy Folignno, Truffle Festival in Alba, and Nantvitch Food Festival in England, were 
analyzed in his article Thorpe (2008) wrote in The Guardian about 20 Spectacular food festivals, 
it has been seen that the shareholders and/or sponsors are primarily local authorities and local 
associations. That’s why it is possible to say that gastronomy tourism festivals are being organized 
thanks to the great contributions of local authorities.   

Turkey is an important country for gastronomy tourism with its long-standing history of local food 
and rich cuisine. Cities such as Adana, Mersin, Gaziantep and Hatay are rich in local products and 
so have an important potential for gastronomy tourism (Güzel Şahin & Ünver, 2015: 65). Food 
and drink festivals and local gastronomy tours are held in our country. Watermelon Festival in 
Adana, Cheese Festival in Balıkesir, Golden Pistachio Festival in Gaziantep, Alaçatı Herbs 
Festival in Izmir, Cherry Festival in Tekirdağ, (Bucak & Aracı, 2013: 209-210-212); Gourmet 
Tour in Antakya, Gaziantep Gurmet Tour, Mardin Gurmet Tour (Kızılırmak, Ofluoğlu & Şişik, 
2016: 262-263) are only some of the activities made for gastronomy tourism. 
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When touristic activities in Adana are analyzed, international festivals such as ‘International 
Adana Film Festival’, ‘Sabancı International Adana Theater Festival” and ‘The Orange Blossom 
Carnival’ and events organized by district municipalities such as “Adana Gastronomy Fest’, 
‘Cherry Fest” and ‘İmamoğlu Peach Fest’ attract the attention (Adana Kültür Turizm, 2017). 
Adana Gastronomy Fest which has an important role in the branding and empowering the image 
of Adana in terms of gastronomy tourism, is an event organized with the support of Governorship 
and local authorities. With this festival, it is aimed to brand Adana as a gastronomy city and to 
introduce its local products first nationally and then internationally. The festival is organized with 
the support of primarily Governor of Adana, Adana Provincial Directorate of Culture and Tourism, 
Adana Metropolitan Municipality, district municipalities and many local authorities and private 
sponsors.    

Events organized in the scope of gastronomy tourism contribute to the development of local 
tourism sources and gastronomy tourism. Introduction of local and regional food is an effective 
way for the development of local economies and tourism (Bucak & Aracı, 2013: 208). To enable 
this development, local authorities have important responsibilities. Local authorities should 
develop characteristic projects understanding the importance of gastronomy tourism and should 
contribute the development of tourism enabling the collaboration between local and central 
authorities (Keskin, 2015: 149). Local authorities can contribute the development of gastronomy 
tourism by making strategic plans, having marketing activities and promoting (Ayaz, 2016: 49).  

In his study aimed to reveal obstacles in involvement in tourism for municipalities in Turkey, Ayaz 
(2016) concluded that three important factors cause a challenge against involvement in tourism for 
municipalities accepted as an important unit of local authorities. Respectively these factors are 
lack of financial resources, shortage in qualified staff and professional unqualification of present 
staff. In their study they put forward what the contributions of local authorities are to the local 
tourism, Karagiannis and Metaxas (2017) local development depends on the implementations of 
local authorities. They argued that local authorities have control over many aspects of development 
planning about tourism and so they have a great effect on the development success of tourism.   
They stated that gastronomy expenditures form one third (1/3) of tourism expenditures and if 
designed and developed well by local authorities, gastronomy tourism encourages economical and 
social development.  Local gastronomy and tourism implementations can be used as a tool for 
economical and social development, if they are designed well by local authorities. 

Gastronomy Tourism in Adana 

Gastronomy tourism is to recognize local cuisine culture, to taste foods and drinks specific to that 
region and see the growth and/or production of these products.  Regions differentiate in terms of 
the gastronomic products they own. Mediterranean is a region which touristic attraction is high in 
terms of cuisine culture with many touristic products. Mediterranean Cities have their own 
distinctive gastronomy potential. “Kunafah” in Hatay, “kebab and turnip” in Adana, “tantuni and 
cezerye” in Mersin, “tarhana and ice-cream” in Kahramanmaras, “Piyaz” in Antalya and “walnut 
spread (ceviz ezmesi)” in Burdur are some of these. Also there are a lot of geographically 
indicative registered products such as “Finike Orange”, “Anamur Banana”, “Adana Kebab”, 
“Maras Ice Cream” (Şengül & Türkay, 2016: 89-92).  
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Adana has a great tourism potential with its geographical position and natural, historical and 
cultural wealth. The touristic sights such as Stone Bridge and Varda Bridge, the events such as 
Orange Blossom Fest and Altın Koza International Film Festival have significant contributions to 
local Tourism (Adana İl Kültür ve Turizm Bakanlığı, 2017).) Besides its touristic attraction, with 
its distinctive cuisine culture, it has a gastronomy tourism potential open to developments (Balı, 
2016: 4-10). When we say Adana, the first things that come to our mind are products specific to 
Adana such as “Kebap”, “şalgam”, “bici bici” and “halka tatlı” (Adana İl Kültür ve Turizm 
Bakanlığı, 2017). Also Adana takes part in Turkey Tourism Strategy (2023) and at ‘Doğu Akdeniz 
ve Güneydoğu İnanç ve Gastronomi Turizmi Aksı’ in Action Plan 2007-2013 (Ministry of Culture 
and Tourism, 2007). In this respect there are several attempts for branding Adana as a gastronomy 
city and develop gastronomy tourism.  “Adana Gastronomy Fest, Kebap and Şalgam fest and 
Gastronmy Market” are some of these attempts (http://www.milliyet.com.tr).  

Methodology 

In this study; it is aimed to suggest what the contributions of local authorities are to develop 
gastronomy tourism. In this respect interviewing method being one of the qualitative research 
methods is preferred. Interviewing method is the most used one of the qualitative research methods 
and it allows subject to be considered from the aspects of interviewed individuals.  (Yıldırım & 
Şimşek, 2016). The interview as a part of the study was made on 09th January 2018 in Provincial 
Directorate of Culture and Tourism where local authorities are most effective on tourism in Adana, 
with departmental managers and authorities of Cukurova Development Agency. The demographic 
data about the participants are given in the table below. 

Table 1. The Demographic Data About the Participants 
Working Authority  Gender Age Working Year 
T.C. Culture and Tourism Ministry/  
Adana Province Culture and Tourism Directorate 

Female 35 10 

Cukurova Development Agency Female 30 5 
Adana City Council Male 37 7 
Adana Promotion and Development Inc. Male 29 3 

Table 1. Questions in the Interview Form 
Questions 
1 Which studies are being made/must be made for the definition of local cuisine?  
2 Have you ever heard about gastronomy tourism?  
3 Can Adana be a gastronomy city?  
4 What kind of activities should be made to be a city where gastronomy tourism develops? 
5 Who do you think should manage the process of being a gastronomy city for developing gastronomy tourism 

in Adana? 
6 What can be the benefits of being a gastronomy city for Adana?  
7 What do you advise for the development of gastronomy tourism in Adana? 
8 Is there any non-governmental enterprise or community gathering gastronomy employees in Adana?  
9 Are there any institution leading gastronomy tourism activities in Adana?  
10 Do you have future plans for the development of gastronomy tourism? 

Interview form used as a part of the study is formed depending on literature survey and modeling 
views of experts in data collections and studies of Gürbüz, Serçek and Toprak (2017). In the 
interview form, 10 questions were asked to learn knowledge of local authorities about gastronomy 
tourism, to reveal what kind of activities are/may be made in Adana as a part of gastronomy 
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tourism and to determine the role of local authorities in the activities made. These questions are 
shown in the Table 1. Answers are noted in the interview form, introduced to expert opinions and 
interpreted.  

Findings 

Questions in the research form were asked respectively to the participants.  The question “Which 
studies are being made/must be made for the definition of local cuisine?” was asked to determine 
what is being done to develop the local cuisine. Participants stated that especially “Salgam”, 
“Adana Kebap”, “kaynar (the local name of lohusa sherbet)” and “cezerye” were promoted in 
national and international fairs and presentations were made. Also they mentioned Adana Cuisine 
promotion was made in brochures and catalogues.  Additionally they stated Gastronomy fest made 
in October 2017 was organized with the participant of Adana Governorship being in the first place 
and local authorities and it was planned to be traditionalized and repeated every year. One of the 
participants answered the second question asked to determine whether they had information about 
gastronomy tourism or not as following; “Of course I have heard. Sea-beach-sun tourism is already 
out-dated and alternative tourism types such as ecotourism and gastronomy tourism emerged”.  
Therefore it is possible to say that interviewed individuals have knowledge of gastronomy tourism 
and they are aware of the related current issues.   

When the question “Can Adana be a gastronomy city?” was asked to learn the opinions of 
participants about Adana’s being a gastronomy city, one of the participants answered that “Adana 
can be a gastronomy city, we are making studies on it. To promote Adana cuisine, we are coming 
together once a month with especially gourmets and bloggers writing on Adana. We are planning 
what we can feature that month about cuisine products, cultural and touristic products”.   Starting 
from this point of view, it will be correct to say that local authorities are aware of that Adana is 
rich enough for gastronomy tourism and they make their planning accordingly.  When they were 
asked what kind of activities were included or should be made within these planning, they stated 
that they tried hard to make especially Adana the destination for gastronomy tourism but it could 
not be a destination by itself alone, it was only possible within ‘Mersin-Adana-Hatay’ Line. They 
emphasized that the required activities should serve promotion purposes.   They pointed out that 
gastronomy festivals and activities made in social media would have a great contribution to this 
situation. They answered that all parties of tourism such as municipalities, associations, 
development agencies and chambers of commerce should be together to the question “Who do you 
think should manage the process of being a gastronomy city/ stuies for developing gastronomy 
tourism in Adana?” To evaluate the perspective of participants regarding the development of 
gastronomy tourism in Adana, the question “What can be the benefits of being a gastronomy city 
for Adana?” was asked. The participants mentioned that the period starting with being a 
gastronomy city would have a multiplier effect. One of the participants speculated that “after its 
being a gastronomy city, it would be accompanied by influx of tourists, crafts would grow so the 
city would grow, when the city grew, the region would grow and finally Turkey grew which would 
be a multiplier effect.  

They suggested that for the development of gastronomy tourism it is a precondition that all parties 
of tourism should work together. When it was asked whether there were non-governmental 
organizations in this respect, it was seen that there were many enterprises.   Under the Union of 
Merchants and Craftsmen; Association of restaurateurs (Lokantacılar Derneği), the Federation of 
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Chefs (Aşçılar Federasyonu), The Federation of Pastry Cooks (Pastacılar Federasyonu) and the 
Federation of Kebab Shops (Kebapçılar Federasyonu) are some of these enterprises. It was 
established that Provincial Directorate of Culture and Tourism affiliated to Adana Governorship 
and Cukurova Development Agency are the institutions working on gastronomy tourism. Finally 
the question “Do you have future plans for the development of gastronomy tourism?” was asked 
and one of the participants answered that “By our directorate for tourism, Strategic Action Plan 
and the Master Plan of our city were made and gastronomy plans take an important place within 
them.    

Conclusions 

Gastronomy tourism has become an important subject going on rapidly with the emerging of 
alternative tourism types day by day, consumers’ becoming more conscious and the increasing 
tendency towards local authorities. The development of gastronomy tourism can be ensured by 
beginning action from local as it is for the development of tourism.  At this point local authorities 
are in the most effective position. Provincial Directorates of Culture and Tourism and 
Development Agencies are the institutions which develop strategies for the development of 
gastronomy tourism, make regional planning and take actions accordingly sharing these planning 
with all parties. In this direction, it is aimed to analyze local authorities in Adana to put forward 
the roles of local authorities in the development of gastronomy tourism with this study. With this 
aim; using interview method being one of the qualitative research methods, interviews were made 
with Adana City Culture and Tourism Directorate and Cukurova Development Agency.  

In the interviews 10 questions in the research form prepared before, were asked respectively to the 
participants. When the obtained results are analyzed, it has been seen that local authorities have 
enough knowledge about gastronomy tourism, are aware of gastronomy tourism potential of Adana 
and make planning and practices to fulfill this potential. All interviewed participants stated that 
the initial condition for the development of gastronomy tourism was that all parties of tourism to 
collaborate. Then they said that festivals and promotions to be made on social media were the most 
effective practices. They indicated that activities such as Gastronomy Fest and Gastronomy Market 
are the practices made for the development of gastronomy tourism and they would maintain 
continuity of these practices.    

According to the information obtained as a result of the interviews, it is possible to say that local 
authorities are effective enough to develop gastronomy tourism. Planning should be formed 
beginning from local and practices should be started in local with the support of local authorities. 
All local authorities affiliated to Governorship such as Provincial Directorate of Culture and 
Tourism in the very first place, municipalities, non-governmental organizations, and development 
agencies should make planning working collectively and start practices taking action from local. 
Adana has a high potential for gastronomy tourism and local authorities have enough knowledge 
about this subject. This situation is very significant for the development of gastronomy tourism. 

With this study; it is aimed to put forward how important local authorities to develop gastronomy 
tourism and to contribute to the literature as a study made on this subject over Adana example. On 
the other hand the study is limited since it has been made on only Adana example. For future 
studies; it is advised to study different cities or make an integrated research.  
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Abstract 

This study aims to determine the effect of personality traits which employees bear on the 
socialization levels they display. Data was collected from the population composed of employees 
working at boutique hotel establishments operating in the Province of Nevsehir with questionnaire 
technique and assessed in terms of statistics. As a consequence of the regression analysis used to 
test the hypotheses, it was revealed that their personality traits positively and significantly affected 
the organizational commitment, organizational acceptance, motivation and job satisfaction which 
are socialization levels. It is expected that the findings regarding the study will contribute to this 
field as a limited number of researches have been made particularly in terms of tourism literature. 

Keywords: personality traits, socialization level, boutique hotel, Nevsehir 

Introduction 

The positive effect of services sector on sustainable economic growth in the world and especially 
employment and competitive advantage is evident as a talent of the sector. On the other hand, the 
hospitality establishments, one of the important components of tourism, which take a big share 
from the sector, have to improve their talents so as to be able to offer service depending upon 
customer satisfaction. Since it is in the service of a labor-intense sector, how human resources, one 
of the important talents in the hotel establishments depending on labor force more than other 
sectors, are administrated, has also importance. The employees’ wish to continue to stay in the 
organization is associated with their job satisfaction. One of the important determiners of this 
attitude is their socialization levels beginning to form at the onset of their recruitment and changing 
in time. Therefore, it is essential that according to what socialization levels of employees change, 
in other words their precursors, be put forth. It is seen in the literature that personality trait is one 
of the factors affecting socialization level. From this viewpoint, the effect of personality traits that 
employees have on the socialization level they display is investigated in this study. Firstly, the 
terms have been defined and their relations with each other have been explained in the light of 
literature and hypotheses have been developed. Secondly, suggestions have been made for the 
future studies by using the findings obtained. 

Literature Review  

Personality Traits 

Personality traits determine the attitude of people to the difficulties encountered in life and their 
efforts to perform a task or sustain it (Karaman et al. 2008: 51). Although there are models for 
what the characteristics defining personality differences and representing their structure are 
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available in the literature, it is seen that generally the five-factor model is often used (Barrick& 
Mount, 1991; Judge et al., 1999; Gosling et al., 2003). The model explains the personality in five 
basic dimensions as “extroversion”, “neuroticism”, “agreeableness”, “emotional stability” and 
“openness to experience” (Barrick & Mount, 1991: 1). It is thought that classification of employees 
according to certain types will be more effective on determining the requirements of people, 
resolving their problems and getting to know them more closely especially with respect to the 
employees living in organizational environments. In the same way, the attitude displayed by 
personality is also significant for the organization. For instance; proactive personality, sociability, 
self-improvement is important in terms of personal development. The job life spent in harmony 
with the personality could be effective at the employee’s continuing the present position in spite 
of the other opportunities offered (Ibrahimoglu, 2008: 94). In this respect, one of the important 
issues the organizations dwell upon is that employees bearing different personality traits and 
working in a certain career direction should take part in the organization in order to form 
socialization. 

Organizational Socialization  

Organizational Socialization is the process in which newly recruited employees for the 
organization acquire the knowledge, attitude and behavior required to be able to feel themselves 
as a permanent member of the organization (Calık, 2003: 163). The main purpose of organizational 
socialization is the employees’ complying with the same norms and values as the other staff do 
and to sustain the supervision of their sharing them in the organization (Iplik et al., 2012: 102). 
Organizations try to make individuals adjust their abilities and qualities to the organization and 
new employees try to learn the standards of the organization and the way of conducts they include 
so as to be successful and acceptable organization members. Both the employees’ being satisfied 
with the work they perform, and the realization of the organizational objectives depend upon the 
effectiveness of socialization process. It is accepted as one of the primary tools particularly on the 
subject that employees adopt organizational values, norms and behaviors at hotel institutions 
(Sokmen & Tarakcıoglu, 2008: 37-38). In the study, organizational commitment, organizational 
acceptance, motivation and job satisfaction have been examined as socialization levels. 
Organizational commitment is defined as a behavior shaped by the employee’s relation with the 
organization and enabling them to decide to be a permanent member of the organization (Allen & 
Meyer, 1996: 255). Organizational acceptance is the behaviors aimed at employees’ obeying the 
rules in the organization, adopting these rules and trying to make them widespread and it was 
studied by Smith et al. (1983) for the first time. Motivation is what makes people move and 
determines the direction of their behaviors, is their thoughts, hopes, faiths, shortly their desire, 
needs and fears (Fındıkcı, 2000: 373). Job satisfaction has been defined as the feeling of 
contentment arising in the person and the positive attitude of the employee towards his job as a 
consequence of the harmony between the person in question and his working conditions or the 
work life (Ugboro & Obeng, 2000: 254). 

The socialization level of the employees they display being high is important in respect to the 
efficiency of the organization. Hence, it is required that the factors affecting the socialization levels 
of the employees should be examined. According to the literature concerned, it is seen that one of 
the factors can be the personality traits (Becker & Strauss, 1956; Hoffman, 1970; Zigler & Child, 
1973; Eisenberg et al., 1991; Ibrahimoglu, 2008; Yagcı & Ilarslan, 2011; Ozcan & Behram, 2013; 
Baltes & Schaie, 2013; Buss & Plomin, 2014; Deniz, 2016). 
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Purpose of the Study 

The purpose of this study is to reveal how the personality traits of the employees who work at hotel 
establishment affect the socialization levels they exhibit. There are studies in the previous 
researches in which both personality traits and socialization levels were examined separately and 
in different sectors. However, as both of the variations were not much studied together as a subject 
of research at hotel establishments and a new one added to the present studies (Pelian, 2008; Lee 
et al., 2011; Deniz, 2016), this study has a significance. 

Methods 

Participants 

The population in the application field of the study was determined as the employees working at 
small hotels in the Province of Nevsehir promoted as boutique hotels on web sites and having the 
status of “Special Establishment with Tourism Management License “from Culture and Tourism 
Ministry. Data used in the research was collected in May-June months of 2017. According to the 
information provided by Nevsehir Provincial Culture and Tourism Directorate, about 40 boutique 
hotels and /or boutique hotel style establishments exist in the region. Yet, the employees working 
at the boutique hotels with 10 rooms or more of these were targeted since there is” the criteria of 
at least 10 rooms “in the standard issued by Culture and Tourism Ministry. The population was 
determined according to the information obtained from the Human Resources departments of the 
hotels in question, with reference to the total staff number was about 115 and all of this number 
was available. Accordingly, a total of 115 questionnaires were distributed to the hotels by the 
author on condition that they should be collected later and 99 of the distributed questionnaires 
were returned. According to Buyukozturk (2005: 12), it is essential that the number of the returned 
questionnaires should be 70-80 % in order to be able to make a reliable assessment. In this study, 
the returned questionnaires rate was 86 %, thus, this rate can be scientifically acceptable. 

Measures 

The employees were interviewed with sample questionnaire form for the purpose of measuring the 
perception of the personality traits and socialization levels of the employees working at the hotel 
establishments. In the first chapter, the statements aimed at the personality traits and socialization 
levels of the employees and in the second chapter demographic questions are included. Responses 
are taken with 5 Likert type scale (1=Definitely Disagree, 2=Disagree, 3=Neither Agree nor 
Disagree, 4=Agree, 5=Definitely Agree) . Two scales used in the study are also the ones the 
validity of which have been approved in tourism literature. The cultural adaptation of the scale 
used in the measurement aimed at determining personality traits was made by Alkan (2012). Also 
the validity analyses of the scale were made in the doctorate thesis in which the relations between 
“estrangement and five factor personality traits were studied on hotel staff” by Tekin (2012). The 
validation of the scale used to determine the socialization levels in hospitality sector was made by 
Sokmen and Tarakcıoglu (2008).  

Five Factor-Personality Traits Scale 

In the scale, aimed at defining the personality traits of the employees, “Five Factor-Personality 
Traits Scale”, composed of five sub-dimensions and 44 questions as neuroticism (eight items), 
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extroversion (eight items), openness to experience (10 items), agreeableness (nine items) and 
emotional stability (nine items), developed by John et al. (1991), was used. In this study, the 
reliability coefficient (Cronbach’s Alpha) is calculated as .86. According to Nunnally (1978), a 
scale is supposed to be over 0.70 so as to be accepted as reliable scientifically. Thus, this scale can 
be claimed to be reliable. 

Organizational Socialization Degree Scale 

In the scale, aimed at defining the socialization levels of the employees, “Organizational 
Socialization Levels Scale”, composed of four sub-dimensions and 50 questions as organizational 
commitment (13 items), organizational acceptance (12 items), motivation (13 items) and job 
satisfaction (12 items), developed by Kartal (2003), was used. In this study, the reliability 
coefficient is calculated as .94. 

Theoretical Framework and Hypotheses Development 

A research model was formed, and hypotheses was developed depending on the relevant studies 
in the literature. In the study, the personality traits of the employees was also examined as a factor 
affecting the socialization level dimensions of the employees working at the hotel businesses. The 
suggested research model (fig. 1) and hypothesis (table 1) are as follows. 

 
Figure 1. The hypothesized model of the study 

In the literature the present research results conducted on different sectors indicate that  the 
personality traits of the employees positively and meaningfully affect their organizational 
commitment, organizational acceptance, motivation and job satisfaction which are the 
socialization levels they display (Atkinson, 1983; Humphreys & Revelle, 1984; Costa & McCrae, 
1992; Organ & Ryan, 1995; DeNeve & Cooper, 1998; Tanoff & Oregon, 1999; Connolly & 
Viswesvaran, 2000; Judge et al., 2002; Raja & Johns, 2004; Erdheim et al., 2006; Yelboga, 2006; 
Burke et al., 2006; Ibrahimoglu, 2008; Furnham & Chamoro-Premuzic, 2009; Matzler et al., 2011; 
Panaccio & Vanderberghe, 2012; Deniz, 2016; Demir et al., 2017). In addition, the researchers 
conducted at hotel establishments present the same results (Peilan, 2008; Lee et al., 2011; Zou et 
al., 2011). The following hypotheses concerning the personality traits as a factor affecting the 
socialization levels of the employees working at hotel institutions are as follows: 

Hypotheses 

• Hypothesis 1: Personality traits have positive effect on organizational commitment 
dimension of socialization 
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• Hypothesis 2: Personality traits have positive effect on organizational acceptance 
dimension of socialization 

• Hypothesis 3: Personality traits have positive effect on motivation dimension of 
socialization 

• Hypothesis 4: Personality traits have positive effect on job satisfaction dimension of 
socialization 

Findings 

Descriptive Statistics and Correlation Analysis 

Considering the demographic characteristics of the hotel employees participating in the research; 
42.4 % of the responders is 26-35 age scale, 55.6 %  male, 52.5 % married, 38.4% high school and 
same level school graduate, 39.4% with an experience of 1-5 years. More than half of the 
participants have a tourism management degree and most of them are front office, housekeeping 
and food & beverage department staff. 

Table 1. Defining Statistics, Correlation Between the Variables and Cronbach’s Alpha Values 
 1 2 3 4 5 
1. Personality Traits (.86)     
2. Organizational Commitment .726** (.82)    
3. Organizational Acceptance .619** .663** (.79)   
4. Motivation .691** .820** .774** (.79)  
5. Job Satisfaction .603** .752** .743** .818** (.82) 
Average 3.5967 3.7471 3.7871 3.6646 3.7286 
Std. Deviation .49201 .64531 .61556 .61325 .62842 

** p<.01 

Average, standard deviation concerning personality traits and socialization levels, correlation 
coefficient between the variables and Cronbach’s alpha values are given in Table 1. When 
correlation analysis results are examined, it is seen that there is a very strong relation between 
personality traits and organizational commitment (r=.726; p<.01), organizational acceptance 
(r=.619; p<.01), motivation (r=.691; p<.01) and job satisfaction dimensions (r=.603; p<.01) of 
socialization. 

Hypotheses Test 

Simple linear regression analysis was made so as to determine the effect of personality traits on 
socialization levels. 

Table 2. Regression Analysis Results Regarding Organizational Commitment in Respect to 
Personality Traits 

Independent 
Variable Stnd. β Stnd. 

Error t Value Sig. R2 Adjusted R2 F Durbin-
Watson 

Invariable .321 .332 .967 .336     
P.T. .953 .092 10.404 .000 .527 .523 108.251 2.067 

Dependent Variable: Organizational Commitment 
**p<.01 
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As seen in Table 2, it is determined that personality traits have a positive and significant effect on 
organizational commitment (β=.953; p<.01). It can be said that 52 % of the variations in 
organizational commitment is explained by personality traits (Adjusted R2=.523) and personality 
traits are important determiners of organizational commitment  (t=10.404; p=.00). On account of 
this, Hypothesis 1 is accepted. 

Table 3. Regression Analysis Results Regarding Organizational Acceptance in Respect to 
Personality Traits 

Independent 
Variable Stnd. β Stnd. 

Error t Value Sig. R2 Adjusted 
R2 F Durbin-

Watson 
Invariable 1.000 .362 2.763 .007     
P.T. .775 .100 7.768 .000 .384 .377 60.350 2.260 

Dependent Variable: Organizational Acceptance 
**p<.01 

In Table 3, it is seen that personality traits have a positive and significant effect on organizational 
acceptance (β=.775; p<.01). It can be stated that 38 % of the variation in organizational acceptance 
is explained by personality traits. (Adjusted R2=.377)  (t=7.768; p=.00). Therefore, Hypothesis 2 
is accepted. 

Table 4. Regression Analysis Results Regarding Motivation in Respect to Personality Traits 
Independent 
Variable Stnd. β Stnd. 

Error t Value Sig. R2 Adjusted R2 F Durbin-
Watson 

Invariable .565 .332 1.702 .092     
P.T. .862 .091 9.426 .000 .478 .473 88.844 2.054 

Dependent Variable: Motivation 
**p<.01 

As seen in Table 4, it is determined that personality traits have positive and significant effect on 
motivation (β=.862; p<.01). It can be said that 47 % of the variation in motivation is explained by 
personality traits. (Adjusted R2=.473) (t=9.426; p=.00). Thus, Hypothesis 3 is accepted. 

Table 5. Regression Analysis Results Regarding Job Satisfaction in respect to Personality Traits 
Independent 
Variable Stnd. β Stnd. 

Error t Value Sig. R2 Adjusted R2 F Durbin-
Watson 

Invariable .959 .376 2.553 .012     
P.T. .770 .103 7.443 .000 .363 .357 55.393 1.587 

Dependent Variable: Job Satisfaction 
**p<.01 

According to Table 5, it is seen that personality traits have positive and significant effect on job 
satisfaction (β=.770; p<.01). It can be expressed that 36 % of the variation in job satisfaction is 
explained by personality traits. (Adjusted R2=.357)  (t=7.443; p=.00). Therefore, Hypothesis 1 is 
accepted. 

Conclusion 

This study aims to be able to define the effect of personality traits on the socialization level. The 
number of researches examining the relation of dependent variable with independent variable is 
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limited (Pelian, 2008; Lee et al., 2011; Zou et al., 2011; Deniz, 2016). Therefore, this study aims 
to fill in the gap to some extent. 

In the direction of the findings obtained at the research, a positive and significant relation between 
personality traits and all levels of socialization is detected and all the hypotheses are supported. 
Accordingly, the extrovert individuals tend to show loyalty to the organization, to adopt the 
organization,  to be motivated and satisfied  by the work done as a consequence of their emotional 
state as they are warm-hearted, sociable and joyful individuals in interpersonal respect 
(Barrick&Mount, 1991; Tanoff&Oregon, 1999; Ng et al., 2005; Judge et al., 2008; Demir et al., 
2017). Harmonious employees experience all levels of socialization at high points since they bear 
the characteristics such as flexibility, cooperativeness, forgiveness, kind-heartedness and tolerance 
(Tanoff&Oregon, 1999; Judge et al., 2001; Burke et al., 2006; Demir et al., 2017). Self-discipline; 
as it means being disciplined, acting with work-love and responsibility and the self-disciplined 
employees highlight the ethical aspect of the work more, it is likely that such people exhibit 
stronger socialization (Barrick&Mount, 1991; Tanoff&Oregon, 1999; Judge et al., 2002; 
Raja&Johns, 2004; Ng et al., 2005; Winkelmann&Winkelmann, 2008). The individuals open to 
experience at high level are described as imaginative, adventrous, original, curious, introvert 
whereas the ones at low level are described as conventional, conservative, indifferent. The 
individuals open to experience will be able to improve their feelings of commitment, acceptance, 
motivation and satisfaction concerning their organizations in connection with the approach of the 
organization to the innovations (Barrick&Mount, 1991; Ng et al., 2005; Demir et al., 2017). The 
individuals having neurotical character at high level experience emotional instability and are 
described with attributes such as restless, nervous, irritable, pessimistic, problematic, depressed, 
anxious, skeptical and tense. Hence, working with emotionally balanced employees will be 
possible by employing such people at the very beginning. Because neurotical people can only 
sustain the efforts for socialization aimed at benefitting from financial facilities due to the fact that 
they can not manage their job relations effectively and have negative feelings to the organization 
(Tanoff&Oregon, 1999; Judge et al., 2002).  

As there is a positive correlation between the notions, the increase in one will affect the other and 
lift the performance of all the mechanisms in the organization up to higher levels. Because of this 
effect, the hotel establishments need to be in the effort of developing a policy towards increasing 
the socialization. The administrators’ considering the personality traits of the employees and 
employing the individuals having appropriate personality traits will be a proper application 
particularly during the stages of employment and orientation of the human resources management 
processes. Determination of which personality trait is positively related to socialization can 
provide significant data for policy makers about this process. By determining the personality 
dimensions of both the new applicants for the job and the existing employees, how to treat and 
behave them can be estimated and placing employees having certain personality traits on certain 
positions can be more beneficial. 

The results of this study in which the relation of personality traits with socialization levels are 
investigated have been obtained in the direction of the data taken from the employees working at 
the boutique hotels, reputable and well-known in Cappadocia region. That the population is 
specific and restricted might have affected the results. Consequently, the effect of the sector and 
establishments mentioned upon the society should be taken into consideration and the relations 
detected in the research should be repeated on a different sampling while interpreting the findings 
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of the study. Hence, the perceptions regarding these sectors and the results of these perceptions 
could be evaluated by researching whether within the sector on an extended sampling or in 
different sectors. It can be suggested that the dimension of the personality should be included in 
the research model and its effect on socialization level and various notions be investigated in the 
prospective studies. 
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Abstract 

This study aims to reveal whether the influence tactics usage of four and five –star hotel employees 
in Nevsehir differs according to their demographic traits. Influence Tactics Scale was used to 
collect data. The question papers formed as a data collection tool were left at four and five –star 
hotels which accepted the application of the questionnaire and collected after a while. The question 
forms were distributed to a total of 281 employees; however, 217 questionnaires were analyzed. it 
is investigated which tactics the managers of the employees working at four and five star hotels 
use and whether the situation of being affected by these tactics show any difference according to 
demographic variables. In consequence of the analyses performed, it was observed that the age of 
the employees and the length of working in the sector made a difference in their perception of 
influence tactics.  

Keywords: tactics perception, influence tactics scale, four & five star hotel employees, Nevsehir 

Introduction 

The number of the empirical researches conducted on the managers’ influence behaviors has risen 
since the 1980’s. Influence tactics are defined as objective-oriented behaviors which managers 
make use of in order to obtain the desired results. It is important that managers use influence tactics 
and comprehend the impacts of these tactics upon the organizational outcomes. Therefore, 
researchers have been trying to reveal influence tactics ; the types of tactics used by managers , 
the probable effects of various tactics and  the importance of individual and determining tactics 
according to the situation ( Yukl , Guinan & Sottolano , 1995 ). 

While managers resorting to influence tactics, they should be aware of the traits of employees 
against whom they intend to apply these tactics. The researches done indicate demographic 
variables, primarily gender ,alter the managers’ influence tactics use and employees’ influence 
tactics perceptions. Demographic variables are able to affect the selection of tactics which 
managers use to influence employees. For instance; male managers apply rational persuasion tactic 
whereas female ones apply the manipulation tactic. Besides, variables such as gender, age , work 
experience , educational status could create differences in employees ‘ perceiving these tactics and 
being influenced by them. Hence, managers resort to influence tactics to be able to canalize the 
employees working at hospitality establishments where production and consumption are 
performed synchronously to the objective and aim of the organization. 

This study aims to reveal how the influence tactics , which the four and five – star hotel managers 
in Nevsehir use , are perceived by the employees and whether or not this perception differs 
depending upon the employees’ demographic traits ( gender , age , educational status , period of 
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working in the sector and period of working at the organization). At the end of the research survey, 
it was determined that the perception of influence tactics varies depending on the employees’ age 
and period of working at the organization. 

Literature Review 

Influence Tactics  

As management means directing people to the desired behavior, influence takes part in the basis 
of organization operation .Manager fulfills his responsibility assigned to him by influencing others 
and enabling them to exhibit certain behaviors. Thus, since the managers’ affecting their 
subordinates  is highly important , the managers resort to some tactics to be able to affect their 
subordinates. Influence Tactic is defined as “Behavior types which a person uses in order to 
influence one another‘s attitudes and behaviors” (Yukl, Chaves & Seifert, 2005, 705 ). 

Influence at organizations is defined as the process of guidance to direct the activities of 
organization members properly. By proper direction, enabling the managerial system to reach its 
goals through influence is meant. Influence includes organization members’ focusing on subjects 
such as  people, their high spirit, building good job connections, conflict management. Influence 
forms the most crucial aspect of managerial position and in fact,  the ability to influence others 
would become the primary determiner to be a successful manager (Certo , 2000: 304 ). 

According to Yukl (2010), influence tactics consist of rational persuasion, consultation, 
inspiration, personal appeal, ingratiation, exchange, pressure, legitimation, coalition,  cooperation 
and information dimensions. If dimensions need to be shortly defined; Rational Persuasion; the 
target individual is persuaded to do what is asked from him through rational debates and proofs 
based on facts. Consultation; the individual is sought to participate in the planning a strategy, 
activity or that person’s support and aid is asked, or the individual is asked to fulfill a task related 
to his interest and suggestions. 

Inspiration ; Increasing the person’s confidence for his accomplishing successfully any task asked  
or making proposals or requests inspiring the person’s enthusiasm in direction of his values, ideals 
and wishes. Personal Appeal; is resorting to friendship and loyalty feelings which the person has 
towards the one opposite him when the person is asked to do a task. Ingratiation; is putting the 
person into a positive mood and making him think friendly about the opposite party before he is 
asked  or suggested to do something (compliments , much friendliness). Exchange ; promising to 
share the benefits with the person if he fulfills the task or promising that he will rewarded in the 
future in return for the favor he does . 

Pressure; applying threats , frequent checks or insistent reminders for the person to do what is 
asked. Legitimation ; making the demand legitimate by confirming what is asked to be in 
accordance with the rules , policies , applications and traditions of the organization and stating that 
its fulfillment is within the jurisdiction of authority or right. Coalition; demanding aid from other 
people to convince the targeted person to do the task or using other people’s support in order to 
make the target person accept what is asked. Cooperation; the manager helps the target person or 
offer to provide the required sources. Information; the manager explains how advocating the task 
asked will be beneficial to the target person and will contribute to his promotion in his career. 
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Influence Tactics and Demographic Traits 

Whether influence tactics usage differs according to gender , educational status , age , etc. or not 
has been the subject of many studies (Carli, 1999; Carothers & Allen, 1999 ; DuBrin, 1991 ; 
Lamude , 1993 ; White, 1988 ; Burgoon, Dillard & Doran, 1983 ; Tepper , Brown & Hunt ; 1993 
; Barbuto, Fritz , Matkin & Marx, 2007 ; Castro, Douglas, Hochwarter, Ferriz & Frink, 2003 ) . 
Yet , most of these studies research whether using influence tactics depending upon gender 
variable differentiate or not ( Smith ,et al. , 2013 ; Castro , Douglas , Hochwarter, Ferriz & Frink , 
2003 ;Thacker, 1995 ; Drory & Breaty , 1991 ; Dubrin , 1991)  .Most of the studies reveal that 
women and men use different influence tactics. 

The Purpose of The Study 

Tourism sector is a service sector where there is a direct communication with the consumer, labor-
intensive, the service is consumed the moment it is produced, the one which has idiosyncrasy. 
Operational administration at hospitality establishments aims to obtain maximal employee 
performance by using various motivation tools and influence tactics. The ability to influence others 
underlies the reaching of hospitality establishments to their goals and administrative achievement. 
This study aims to reveal whether the influence tactics usage of four and five –star hotel employees 
in Nevsehir differs according to their demographic traits. 

Methods 

Population and Sampling 

The population of the study composes of four and five –star hotel establishments in Nevsehir. The 
reason for choosing four and five –star hotels in Nevsehir as the population of study is this region 
being an important destination in respect with tourism and the administration and organizational 
structures of these establishments are appropriate for the purpose of this study. 

Sampling method was made use of due to the time and cost restrictions of the study and as it is not 
possible to make a complete counting on the population. In the study judgement sampling method, 
one of non-random sampling methods, was preferred as a sampling method (Burns & Bush, 2014). 
The question papers formed as a data collection tool were left at four and five –star hotels which 
accepted the application of the questionnaire and collected after a while. The question forms were 
distributed to a total of 281 employees; however, 217 questionnaires were analyzed.  

Data Collection Tool 

With the sample questionnaire form used to measure the influence tactics perception of the 
employees working at hotels , the employees were asked .The scales belonging to the variables in 
the research were translated from English into Turkish and from Turkish into English and any 
semantic shift of the statements were tried to be avoided. In the question paper / questionnaire 
prepared in compliance with the purpose of the survey, the questions about the influence tactics 
and demographic variables ( age , sex , marital status , organization type , period of working in 
sector and organization ) are included. The research data are collected via the following scales. 
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Influence Tactics Scale; the influence tactics scale of 44 questions and 11 dimensions developed 
by Yukl. Seifert & Chavez ( 2008 ) for the purpose of measuring influence tactics which managers 
use was applied. The Influence Behavior Questionnaire developed by Yukl, Seifert & Chavez ( 
2008 ) has two main  versions as the agent ( the person using the influence tactics ) and target ( the 
person exposed to the  influence tactics ). In this study, the target version of the influence tactics 
questionnaire was used. Because it was assumed that the employees, exposed to influence tactics 
in this study, could describe better how much they were affected by influence tactics. It was also 
supposed that the managers could not respond about the influence tactics they used objectively 
and manipulate the usage of some influence tactics. 44 statements included in the questionnaire 
constitute 11 dimensions in 4 groups. The statements included in the scale were measured with a 
5 Likert type scale. In the measurement of the statements, Likert type scale of 5 answer categories 
was used as “ 1 = Never , 2 = Rarely 3 = Occasionally 4 = Frequently  5 = Always” 

Research Hypotheses 

A number of studies investigating influence tactics in terms of demographic traits exist (Smith et 
al., 2013 ; Castro , et al. , 2003 ; Thacker , 1995 ; Drory & Beaty , 1991 ; Dubrin , 1991 ) . In these 
studies, influence tactics used by managers were investigated in terms of demographic dimensions. 
Nevertheless, in this study, how the influence tactics applied by the managers are perceived by the 
employees and whether demographic variables differ in this perception or not is investigated. Thus 
the hypotheses of the research have been formed as follows; 

• H1: The perceived influence tactics differ according to the employee’s gender. 
• H2:  The perceived influence tactics differ according to the employee’s age. 
• H3:  The perceived influence tactics differ according to the employee’s job type. 
• H4: The perceived influence tactics differ according to the employee’s length of working 

in the organization. 
• H5: The perceived influence tactics differ according to the employee’s length of working 

in the sector. 

Findings 

It is seen that the participants of the research compose of 70.1 male and 29.9 % female employees. 
The employees compose of 40.1 % 18 -28 age group, 30.2 % 29 – 39 age group , 29.7 % 40 and 
over age group. When seen in terms of the hotel establishment type, 62.4 % composes of 4 star 
hotels. When seen in terms of the employees’ length of working in the sector , it is found that 51.9 
% has worked for 2- 5 years in the sector and when seen with respect to the length of working in 
the organization , 21.9% has worked for a year and less , 26.2 % has worked for 2 -5 years  in the 
organization. 

When the overall average of the influence tactics which the managers use is examined, it is seen 
that the employees evaluate the frequency of the managers’ influence tactics use is as medium. 
When influence tactics are examined in terms of dimensions , it is seen that the average rate of 
rational persuasion (3.81) , cooperation (3.76) , legitimation (4.01), ingratiation (3.81) , exchange 
(4.00) , information (3.99) , inspiration (3.95) tactics is “ I agree “ (4.00). 
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Hereby, it can be claimed that these tactics the managers use are more influential on the employees. 
It is possible to state that the answers given about the use of pressure (3.56), Consultation (3.20) , 
Personal Appeal (3.15) and Coalition (2.53) tactics are relatively lower than the other dimensions. 
It is seen that of these eleven dimensions coalition tactic has particularly the lowest average rate. 
Afterwards, the reliability of influence tactics, variables of the survey, was tested. Although there 
are various analysis types, related to the assessment of the validity, the most commonly used one 
is Cronbach’s Alpha coefficient (Özdamar, 2004:622; Kalaycı, 2010: 405). 

That Cronbach’s Alpha coefficient belonging to the influence tactics and dimensions is between 
0.90 – 0.82 indicates that the scale is reliable.  When the results of Confirmatory Factor Analysis, 
performed regarding to influence tactics ,  are viewed , it is seen that X2/sd :2.490; RMSEA: 0.065; 
GFI: 0.866; CFI:0.916; NFI: 0.890. According these results, it is seen that all compliance indexes 
are between the acceptable range. As it shows compliance to the model, this scale used to measure 
the frequency of influence tactics use can be said to have structural validity. 

Analysis Results Regarding Research Hypotheses 

To test the difference between the demographic variables and influence tactics, the main aim of 
the research , t-test and ANOVA tests were applied. According to analysis results, p>0,05 ( gender: 
p=0.751; F=0.101; organization type: p=0.163; F=1.955) , it is determined that there is not any 
difference in the employees’ perception of influence tactics with reference to the gender and 
operation type variables. According to ANOVA test results, conducted in respect to age variable , 
as p<0,05 is (p=0.021; F=11.451) , the influence tactics perceived according to age variable differ. 
According to Post – Hoc tests , done on which group the difference belongs to , 18- 28  and 40 and 
over age group employees’ perception of influence tactics is different  .18- 28 age group employees 
are more affected by influence tactics than 40 and over age group ones. 

When the difference between the influence tactics according to the length of working in the 
organization is investigated,  p>0,05 is identified as (p=0,941; F=0,06) . According to these results, 
there is no difference between influence tactics and the length of working in the organization. 
However , when the difference between  influence tactics and the length of working in the sector 
is examined , as  p<0,05  is ( p=0.028; F=4.857 ) , influence tactics vary. According to Post – Hoc 
tests , done on which group the difference belongs to , the perception of influence tactics of the 
employees working in the sector for 2- 5 years is different from that of the employees working in 
the sector for over 10 years. The employees working in the sector for 2 – 5 years are affected more 
by influence tactics. Besides , when it is examined with respect to influence tactics dimensions , it 
is possible to say that the employees who have been working for 14 years and over are more 
affected by personal appeals and pressure tactics than the other employees. 

Conclusions 

Managers need employees to perform their tasks efficiently. Yet , as managers who are unable to 
lead employees properly could have difficulties in reaching organizational objective and target , 
they are supposed to influence employees and make them work in line with their aims. Therefore, 
managers need some tactics. Influence tactics indicate in which way managers need to influence 
while directing their staff for one task. 
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In this study , it is investigated which tactics the managers of the employees working at four and 
five star hotels use and whether the situation of being affected by these tactics show any difference 
according to demographic variables. In consequence of the analyses performed, it was observed 
that the age of the employees and the length of working in the sector made a difference in their 
perception of influence tactics. It was determined that the employees, in 18 -28 age group and the 
ones who had worked in the sector for 2 -5 years, were more affected than the others by the 
influence tactics their managers used. 

When the age group and the length of working in the sector are investigated  , it is possible to state 
the newly recruited and young employees are more affected by these tactics. It can be claimed that 
when fulfilling a task , the experienced and senior employees do not take heed of the tactics their 
manager use so much. Another significant finding is that the employees who have worked at the 
establishment for 14 years and over are more affected by consultation , personal appeals and 
pressure tactics. This study has been merely applied on the staff working at the four and five star 
hotels in Nevsehir due to the restrictions of time and cost. In the prospective studies comparison 
could be made while applying on employees working in different regions or hotels. 
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Abstract 

This conceptual study develops a model through which hospitality stakeholders especially business 
owners can minimize the deleterious impact of presenteeism in their organizations. Specifically, 
our extensive review of literature suggest that knowledge management systems, human capital, 
organizational climate and talent management are key predictors of presenteeism however, 
hospitality literature has paid next to no attention to this issue. Our study thereby provides the 
initial bridge for this identified gap in literature and call for empirical studies to validate the 
importance of the resulting model based on social cognitive and social learning theories. 

Keywords: presenteeism, KMS, human capital, talent management, organizational climate 

Introduction 

The job demand of the service-oriented organization is enormous.  These demands are often 
associated with the nature of service delivery which includes the intangibility of service, the 
involvement of customer in the service creation experience amongst others(Elmadağ & Ellinger, 
2017).  While faced with these job-demands, service employees are also faced with other demands 
external to the job such as family-related concerns as well as their physiological and psychological 
well-being. Customer contact employees has they are often referred to; are ‘‘at the heart of service 
provision’’(Surprenant & Solomon, 1987) due to their role in delivering quality service to the (An 
& Noh, 2009; Parasuraman, Zeithaml, & Berry, 1985). 

According to Teng and Liu, (2014), these job demand and or stress —have a particularly damaging 
influence on customer contact employees’ ability to deliver high quality service that satisfies 
customers.  In a similar view, Fisk and Neville, (2011) provided empirical support for the pervasive 
influence of job-demand on service employees’ occupational health. It is therefore unlikely that 
when service employees or customer contact employees are committed to delivering quality 
services that they succumb to the pressure of the job and other related pressures. 

Presenteeism in literature has been conceptualized as the impact of being sick on employees’ 
productivity at work (e.g. Neto, Ferreira, Martinez, & Ferreira, 2017; Zhou, Martinez, Ferreira, & 
Rodrigues, 2016). It is the loss of productivity by sick employees who has chosen to continue to 
work with sickness. Although, presenteeism might be considered a positive phenomenon 
signifying employees’ commitment to the organization, its impact is high detrimental to the overall 
objective of business organizations if condoned or permitted.  It possesses a high risk factor for 
future poor mental well-being and health (Gustafsson & Marklund, 2011), sickness absenteeism 
(Demerouti, Le Blanc, Bakker, Schaufeli, & Hox, 2009), and even may represent long-term 
resource loss for organ (Kivimäki et al., 2005; Taloyan et al., 2012).  
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It is therefore paramount to investigate the prevalent causes of presenteeism in hospitality industry 
and attempt to offer preventive mechanism for business owners to avoid increasing occurrence in 
their establishments.  To achieve this objective, the current study based on the review of extant 
literature develop a model which incorporates organizational-level constructs to propose the 
influence of organizations on individual employee‘s behavioral outcome of presenteeism. This 
study employs Bandura’s (1986) social cognitive theory and Social Learning theory to investigate 
the mechanism through which knowledge management systems, Human capital and organizational 
climate influences presenteeism directly and indirectly via talent management. 

Literature Review and Proposition Development 

Knowledge Management Systems and Presenteeism 

Nowadays, information technology is reshaping the way businesses are conducted. Many 
organizations are beginning to realize the importance of “knowledge” to the delivery of high 
quality services and gaining competitive advantage.  To this end, organizations are adopting 
knowledge management systems to aid their acquisition and use of knowledge to gain 
competitiveness.  When knowledge within the organization is used effectively, management and 
decision-makers are easily able to underscore the performance capabilities of their employees 
without requiring the employees to pretend to be active in order to gain positive performance 
appraisal.  Thus we propose that implementing a functional knowledge management system may 
increase the trust of employees in their employer there by helping the employees to be assured of 
their position in the organization.  Accordingly, 

Proposition 1: Adequate implementation of KMS in hospitality business organization will 
negative influence the occurrence of presenteeism such that employees will be more comfortable 
to express their ailment when necessary and improve productivity. 

Human Capital and Presenteeism 

Global businesses such as obtainable in the hospitality industry are shifting the focus of their 
strategies from external source profit orientation to internally generated competencies for 
competitive edge.  To achieve this, organizations are turning their attention to human capital 
management in which the human assets of the organization are managed and coordinated to 
achieve organizational performance (Harrop, 2017).  Human capital management involves 
leadership practices (such as inclusiveness, communication, executive and supervisory skills), 
employee engagement (like job design, commitment and systems), knowledge accessibility (like 
collaboration, information sharing and availability), workforce optimization (like processes, 
conditions, accountability and hiring) and learning capacity (like innovation, training and 
development)(Harrop, 2017).  

According to Jiang, Lepak, Hu, and Baer, (2012), firms use HR practices as criteria and methods 
for managing their employees. The human capital perspective suggests that HR practices affect 
human capital by prompting the skills, knowledge, and abilities of employees(Cabello-Medina, 
López-Cabrales, & Valle-Cabrera, 2011; Yang & Lin, 2009; Youndt & Snell, 2004). The 
implementation of adequate human capital management in firm will ensure that employees work 
in appropriate positions that will stir up their interest and abilities. Also, human capital 
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management helps managers to modify trainings and workload of their employees to help them 
maximize their potentials (Lau, Tong, Lien, Hsu, & Chong, 2017; Lin, Yu-Ping Wang, Wang, & 
Jaw, 2017). 

With organizational focus on internalized management of resource, human capital management 
helps narrow the gap between top management, supervisors and their subordinates; thus effectively 
creating avenue for proper communication among member of staff which will prevent the 
occurrence of presenteeism. Hence,  

Proposition 2: Hospitality organizations implementing human capital management will better curb 
the occurrence of presenteeism than their counterparts that are not implementing the same strategy.  

Organizational Climate and Presenteeism 

Workplace stress and other work-related stressors have been identified in literature as predictor of 
presenteeism. For instance, the findings of Neto et al., (2017) and Karatza, Prezerakos, Zyga, & 
Tziaferi, (2016) indicated that bullying in the workplace usually result in negative perception of 
the workplace and impacts the wellbeing of employees who might therefore be losing their 
productive energy to presenteeism. In similar studies, Janssens et al., (2016) and Conway, Clausen, 
Hansen, and Hogh, (2016) found that the frequency occurrence of presenteeism is a function of 
workplace mistreatment such as bullying and incivility.   

Following these outlined research findings, it is therefore important for top managers and 
supervisors who will appreciate optimal return or inputs from their employees to create a working 
atmosphere that is conducive for employees’ growth, performance and wellbeing. Organizational 
climate is the work atmosphere which has the potential of motivating and influencing the 
willingness of the employee to remain with an organization, particularly in service industries. It 
frequently represents the interface between organization and customers (Manning, Davidson, & 
Manning, 2005). Beyond its role in influencing employees’ intent to remain or quit the 
organization, organizational climate has been found to be precursory to several other employees’ 
behaviors and attitudes such as absenteeism, deviant behaviors, proactive customer service 
performance and organizational citizenship behavior (Kangas, Muotka, Huhtala, Mäkikangas, & 
Feldt, 2017; Lau et al., 2017; Li, Chiaburu, & Kirkman, 2017). Invariably, organization should 
create an inclusive climate that shuns mistreatment and encourages communication.  Specifically, 
we posit that through its structure, culture and norms organizations can create a befitting climate 
that will deter bullying and promote employee trust. Thus the next proposition is developed as: 

Proposition 3: Hospitality organizations with strong organizational structure, culture and norms 
that deters employees’ mistreatment will effectively limit organizational loss to presenteeism.  

Presenteeism, Talent Management, KMS, Human Capital and Organizational Climate 

Talent management is perhaps the most important tool that organizations often deploy for 
employee attraction and retention. In mainstream literature, talent management has been study 
from varieties of angles. In a meta-analytic study conducted by Thunnissen, Boselie, and Fruytier, 
(2013) using “talent” and “talent management” as keywords, the results indicated that talent 
management has not been the main focus of hospitality research. However, Dries, (2013) argued 
that “attracting and retaining talented people is becoming increasingly difficult as a result of 
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specific demographic and psychological trends”(Dries, 2013, p.273). Hence, Deery and Jago, 
(2015) in their work on revisiting talent management, work-life balance and retention strategies 
make the need to investigate issues relating to talent management such as emotional exhaustion, 
stress and personal employees’ dimension the focal point of their studies. 

In relation to presenteeism, talent management’s importance is beyond just identifying, attracting 
and retaining talented employees but extend to understanding their personal concerns which may 
affect their wellbeing and thus, their perception of the job. As suggested by Barnes (2016), 
information gathering and analysis can be a crucial approach to managing the occurrence and 
effects of presenteeism in organizations. Although Barnes focused on information gathering 
through the use of technological innovations such as cloud-based systems, we argue that talent 
management can be a great avenue for organizations to elicit important information regarding their 
employees. 

With the aid of functional knowledge management systems, information gathering, processing, 
use and storage is expected to be more accurate and effective. 

As such, talent management may be a bridge that connect KMS, organizational climate and human 
capital management to presenteeism. Thus, we develop the next proposition as: 

Proposition 4: Talent management mediates the relationship between presenteeism and (1) 
organizational climate, (2) human capital management, and (3) knowledge management. 

 
Figure 1. Conceptual model 

Conclusion 

Presenteeism is a subtle but salient factor contributing significantly to productivity loss in 
organizations.  Specifically, hospitality business which is characterized with high demand and low 
pay, it is expected that the pressure of the job and emotional stress from bad working environment 
may result in employees’ increasingly present but not being productive at work.  To systematically 
examine key mechanisms delimited in the predominant theoretical framework that accounts for 
the complex relationships among knowledge management systems, organizational climate, human 
capital management and presenteeism, we propose a model that can bridge social psychological 
processes with organizational research on the global phenomenon of presenteeism (Cooper & Lu, 
2016).  
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The current study provides a unique pathway for managing the effect of presenteeism in hospitality 
settings. Previous studies on employee relations and human resource management have often 
focused on the effects of organizations’ HR practices in predicting employees on the job vis-à-vis 
of the job performance, attitudes and behaviors. However, as highlighted by Deery and Jago, 
(2015), there has been dearth of research focusing on talent management and its importance in 
employees’ satisfaction and performance. Through our proposed model, hospitality firms can 
better manage their employees not only through computer programs by via emotional interactions 
that will communicate value, trust and openness in the organization thereby minimizing resource 
loss to presenteeism. Thus, this study contributes to the current body of knowledge on human 
related issues by: 

Developing a model that integrates knowledge management, human capital management, 
organizational climate and talent management into the mechanism that effectively manage 
presenteeism in hospitality firm. 

We also answer the question- how can presenteeism and its related cost to organization be 
minimized? 

Our study only unveils the subtle effect of presenteeism but speaking out of it deleterious effect 
on organizational performance as many studies on the subject has been conducted mainly in the 
medical field. 
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Abstract 

The article reveals the main strategic changes of the competitive environment, the necessity of 
flexibility in the new competitive conditions are determined. Flexibility in its various forms has 
long played an important role in the organizational change and strategy literature. The theoretical 
approaches to the definition of the concept of "flexibility", "strategy", "strategic flexibility" are 
revealed. Various kinds of flexibility of the company and levels of strategic flexibility are 
reviewed. With the changed dynamics in the new competitive landscape, firms face multiple 
discontinuities that often occur simultaneously and are not easily predicted. The article 
substantiates that managers and government policy makers are encountering major strategic 
discontinuities that are changing the nature of competition. Firms must be flexible to manage 
discontinuities and unpredictable change in their environments. Flexibility has been a 
characteristic of an organization that makes companies less vulnerable to unforeseen external 
changes or puts it in a better position to respond successfully to change. Strategic flexibility may 
increase innovation performance of a firm. 

Keywords: globalization, strategy, flexibility, strategic flexibility 

Introduction 

Despite the importance of strategies for organizational success and despite decades of research, 
academics have not yet agreed on what strategy really is and various approaches of strategy have 
evolved over the years (Das, 1995). 

In 1980 Porter’s seminal work “Competitive Strategy” was published. In this book Porter took a 
more deterministic view of strategy that still dominates the strategic management literature today. 
He refers to “strategic choice” where the company has a finite selection of strategies to choose 
from, based upon study of its external environment. Porter also supports a “single best option” 
approach to strategy. This was based upon the need to make strategic choices between options 
having varying degrees of strategic and financial risk (Sushil X. , 1997). 

According to (Sarbah & Otu-Nyarko, 2014) strategy provides the systematic way for identifying 
and evaluating factors external to the firm and fixing them with the organization’s abilities. 

Strategy formulation consists of two basic components one is situation analysis which is the 
process of finding a strategic fit between external opportunities and internal strengths while 
working around external threats and internal weaknesses (Hadighi & Mahdavi, 2011). And the 
other component is presenting strategies based on predetermined goals. 

Early research about strategic flexibility includes (Gotcher, 1977) who suggested that long range 
planning required flexibility. Eppink related the term “adaptiveness” as the ability of the 
organization to respond to unforeseen change. He added: “…flexibility can be seen as a 
characteristic of an organization that makes it less vulnerable to unforeseen external changes or 
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puts it in a better position to respond successfully to such a change.” (Eppink, 1978). Eppink 
argued strategic flexibility was necessary to compensate for strategic changes in the “indirect” 
environment of the company that reached it via the components of its “direct” environment. He 
suggested such changes required a high degree of unfamiliarity and could therefore be very 
dynamic and urgent (Sushil X. , 1997). 

Shimizu and Hitt argue that maintaining strategic flexibility is one of the most important yet most 
difficult tasks of managers and companies in dynamic environments (Shimizu & Hitt, 2004). An 
effective strategy allows managers to use their organization’s resources and capabilities to exploit 
opportunities and limit threats in the external environment in order to achieve competitive 
advantage (Quaye, Osei, Sarbah, & Abrokwah , 2015). 

The conceptualization of strategic flexibility has been described and studied by numerous 
authors.As a result of these studies notion of strategic flexibility is the ability to do something other 
than that which had been originally intended (Evans, 1991) 

Literature Review 

In today's conditions the new competitive landscape, driven by the technological revolution and 
significant globalization, is moving towards hyper competition. 

The time frames of all strategic actions are being reduced; firms exist in highly turbulent 
environments that produce disorder, disequilibrium and substantive uncertainty. 

Some of the most important strategic discontinuities of the competitive environment include: 

• Elimination of industry boundaries. 
• Fewer distinctions between industrial and service businesses. 
• Major advances in logistics, computer aided design and communication. 
• Opening of global markets. 

Firms encounter these changes at the same time they are experiencing intense foreign competition 
in domestic markets. These changes rival those experienced with the industrial revolution and their 
impact is likely to rival that of the major advances of the light bulb, telephone, printing press, and 
the personal computer. 

In such conditions it is more complicated for companies to maintain their competitiveness. Firms 
have to create innovative products and services of high quality and at low prices to satisfy 
increasingly informed customers with distinct needs. Managers are motivated to reduce the 
uncertainty by identifying new sources of competitive advantage. 

It requires that they: 

• Continue to develop and use innovative technology. 
• Actively participate in global markets. 
• Structure themselves to gain advantages. 
• Develop and maintain strategic flexibility. 
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• Build a long-term vision that allows managers to balance short-term performance with 
long-term needs. 

Firms must develop the ability to effectively navigate in the new competitive landscape. To do so, 
requires significant revision of standard management thinking and strategic process. 

The processing and communication of information have facilitated the rapid diffusion of 
technology as well as produced an information rich, computational rich and communications rich 
organizational environment. These changes have shortened product life cycles, made patents less 
effective in protecting modern technology and thus less useful, and reduced the time required to 
develop and bring new products to the market. 

These conditions call for firms to develop radically enhanced techniques for processing and 
integrating information and also provide a catalyst for further technological development. An 
organizational learning becomes critical importance for the firm to gain and maintain a competitive 
advantage. 

Random events cannot be forecasted. Companies need to be flexible to control unpredictable 
changes in their competitive environment. The disequilibrium caused can only be managed at the 
time it occurs. The enhanced competition and increasing demands from consumers require from 
firms dynamic core competences – act rapidly in response to competitors or to proact by beating 
competitors to the market (Das, 1995). These require flexible strategy that allows firms to reduce 
periods of instability by making rapid and effective changes. 

Dynamic core competences help firms remain flexible and able to respond quickly to unpredicted 
and unexpected changes in the environment and partially shape the environments in which they 
operate and compete. If firms do not continue to invest in and develop their core competences over 
time, the competences may become outdated, and limit future strategic alternatives for the firm 
(Das, 1995). 

Companies use strategies as a tool for planning common actions to manage environmental changes 
(Sushil K. , 2000; Markides, 2004). Formulating and implementing appropriate organizational 
strategies are nowadays recognized as one of the most crucial determinants of successful 
management and business. Since environmental changes and uncertainty have significant 
influence on managers’ and organizations’ ability to formulate and implement successful 
strategies, it is important for organizations to handle changes by possessing flexibility. 

The environment includes external factors such as regulatory, economic, political, and social 
changes affecting the company’s primary and secondary task environments (Achrol & Kotler, 
1999). Changes in the company’s environment resulted in the reassessment of strategy among a 
given array of strategic alternatives (Porter, 1980; Porter, 1985; Harrigan, 1986; Parnell, 2003). 
Thus, strategic choice was based on how a company evaluated its position in the environment. 

Today there are three main fundamental approaches to definition of strategy: strategy as plan, 
strategy as pattern and strategy as practice (Sushil K. , 2000). 
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Figure 1. Approaches to strategy definition 

 
Burnes identified three types of strategy according to the level of strategic decision making 
(Burnes, 1992): 

• Corporate Level Strategy - concerned with the direction, composition and coordination of 
the various business units within a large and diversified organization. 

• Business Level Strategy - related to the operation and direction of individual business units 
within a group of companies. 

• Functional Level Strategy - related to individual business functions (Sushil X. , 1997). 

Corporate level strategy deals with the question in what business a company shall compete. 
Business level strategy concerns the question of how to attain a position to achieve its business 
objectives. Operational level strategy concerns how individual business functions manage a unit’s 
operations (Sushil K. , 2000). 

Approaches to definition 
of strategy 

Strategy as plan Strategy as pattern Strategy as practice 

Michael Porter, 
Barney 

Henry Mintzberg Ideas of the process 
school 

Strategy is the concept of 
firm resources, 

competitive advantage 
and sustainable 

competitive advantage as 
central roles. Firms 
should implement 

strategies that exploit 
their internal strengths, 

by responding to 
environmental 

opportunities, while 
neutralizing external 
threats and avoiding 
internal weaknesses. 

A strategy is the pattern 
that integrates an 

organization’s major 
goals, policies, and 

action sequences into a 
cohesive whole. Strategy 
as pattern incorporates 
strategy as an emergent 

process with plural 
outcomes. The definition 
of strategy by Mintzberg 
is described as “a pattern 
in a stream of decisions”. 

The practice perspective 
shifts focus to the 

practical competence of 
the manager as a 

strategist. The objectives 
and practices of strategy 

depend on the social 
system in which the 

strategy is taking place 
and how managers 

interact. 
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For firms to manage uncertainties, strategies are not enough. It is necessary to achieve flexibility 
in different operations and organizational processes. As it enables organizations to manage 
changing environments, understanding flexibility is critical (Sushil K. , 2000). 

Flexibility is the ability to do something other than originally intended. It is a response to 
environmental change and uncertainty (Sushil K. , 2000). There are many interpretations of the 
scientific concept of flexibility. 

Table 1. Scientists Approach to the Definition of “Flexibility” 
Author Definition of “flexibility” 
(Eppink, 1978) Flexibility is a characteristic of an organization that makes it less vulnerable 

to unforeseen external changes or puts it in a better position to respond 
successfully to such a change 

(Aaker & Mascarenhas, 1984) Flexibility is the ability of the organization to adapt to substantial, uncertain 
and fast-occurring environmental changes that have meaningful impact on 
the organization’s performance. 

(Harrigan, 1985) Flexibility is the ability of firms to reposition themselves in a market, change 
their game plans, or dismantle their current strategies when the customers 
they serve are no longer as attractive as they once were. 

(Bahrami, 1992) Flexibility is the ability to precipitate intentional changes, to continuously 
respond to unanticipated changes, and the ability to adjust to unexpected 
consequences of predictable changes 

(Das, 1995) Flexibility is the ability of an organization to respond to changes in the 
environment in a timely and appropriate manner with due regard to 
competitive forces in the marketplace. 

(Hitt, Keats, & DeMarie, 1998) Flexibility is the capability of the firm to proact or respond quickly to 
changing competitive conditions and thereby develop and maintain 
competitive advantage. 

(Volberda, 1996) Flexibility is the degree to which an organization has a variety of managerial 
capabilities and the speed at which they can be activated, to increase the 
control capacity of management and improve the controllability of the 
organization. 

Thus, scientists have multiple connotations with the notion of “flexibility” as per the situation; 
some of the important ones are: 

• Adaptiveness to the changes in the environment. 
• Adjustment to situation. 
• Agility in action. 
• Amiability in relationships. 
• Autonomy in functioning. 
• Balance in competing opposites. 
• Broadening of mind. 
• Compromising for betterment. 
• Contingency in planning. 

It also implies customizing solutions, elasticity under tension, freedom of thought and expression, 
informal attitude, liberalization from controls, openness in thinking, resilience in implementation, 
responsiveness to customers’ requirements, variability in parameters and specifications, mobility 
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in transactions, and versatility in solutions and operations (Alarcon & Caruso, 2013; Sushil K. , 
2014). 

Flexibility is created in enterprises via a variety of new strategic initiatives so as to adapt and 
respond to global change. It is imperative that maturity models of enterprises should define 
flexibility of various types at different maturity levels. This will facilitate organizations to become 
more competitive and to effectively manage risk of uncertainty in business environment (Hatch & 
Zweig, 2001). 

Hatch and Zweig emphasize the flexibility advantages of small companies. The lack of highly 
formalized systems and processes results in reduction of time needed for decision-making and 
implementation. This allows them to respond promptly to market development and adjust their 
competitive position. The potential for rapid change and evolution offers them a chance to gain 
competitive advantage and survive (Shimizu & Hitt, 2004; Georgzén & Palmér, 2014). 

There are various types of flexibilities in an enterprise, such as strategic flexibility, organizational 
flexibility, financial flexibility, manufacturing flexibility, information systems (IS) flexibility, 
marketing flexibility, operational flexibility, and technology management flexibility. 

Under each category, there are many types of flexibilities. For example, the manufacturing 
flexibility encompasses product flexibility, process flexibility, volume flexibility, routing 
flexibility, tooling flexibility, labor flexibility, static flexibility, dynamic flexibility, and so on 
(Sushil X. , 1997). 

Financial flexibility would incorporate outlay flexibility, investment flexibility, flexible budgets, 
and flexible exchange rates to hedge the risk and uncertainty around. 

The organizational flexibility deals with flexible structure and flexible work processes like flexi-
time and flexi-place (Sushil X. , 1997). 

In theory, it becomes easy to distinguish and classify the different types of flexibility. In reality 
they can have overlapping characteristics. 

Table 2. Types of Organization's Flexibility 
Author Types of flexibility 
Eppink Operational, competitive and strategic (Eppink, 1978) 
Krijnen Strategic, organizational and operational (Krijnen H. , 1984) 
Volberda Operational, structural and strategic (Volberda, 1996) 

Depending upon the variety and speed combination, the flexibility could be of four types, namely: 

• Static flexibility (low variety-low speed). 
• Operational flexibility (low variety-high speed). 
• Structural flexibility (high variety-low speed). 
• Strategic flexibility (high variety-high speed) (Sushil K. , 1999). 

Allowing flexibility to pervade every level of the organization becomes a vital component for 
competitiveness (Sushil K. , 2000). 
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Strategy formulation requires careful analyses. But forecasts of market development and 
environmental changes are burdened with high-level uncertainty (Shimizu & Hitt, 2004). Raynor 
suggests that one of the ways to cope with the paradox of strategy is to implement strategic 
flexibility in a proactive manner, as a set of ex ante actions (Cingoz & Akdogan, 2013). 

Strategic flexibility in particular has gained significant importance in management practice and 
literature. Eppink in his research of flexibility stated that strategic flexibility as a concept will grow 
significantly in the future (Eppink, 1978). 

Strategic flexibility is treated as more important among the other aspects of flexibility because it 
is a long-term perspective of flexibility. It is emphasizing a firm’s managerial capability to 
identify, generate and maintain real options in positioning itself in response to environmental 
changes and uncertainties (Eppink, 1978). 

Strategic flexibility is a concept that is associated with environmental dynamism, the rate and the 
unpredictability of changes in a firm’s external environment. Firms with strategic flexibility tend 
to effectively and successfully manage economic and political risks by responding in a proactive 
manner to market threats and opportunities (Zheng Zhou & Wu, 2010). 

Developing strategic flexibility is a beneficial practice for companies. Reassessing strategies in a 
flexible manner provides firms with possibilities for successful businesses and simultaneously 
creating flexible operations to manage a changing environment. 

Strategic flexibility suffers from the same inconsistency in conceptualization just as the broader 
concept of flexibility. There is no unified definition or conceptualization exists of strategic 
flexibility among scientists (Sushil K. , 2000). 

Strategic flexibility suggests the ability to take some action in response to external environmental 
changes and thus can be viewed as a strategic capability. Consequently, strategic flexibility can be 
conceptualized in two ways: 

• Variation and diversity of strategies. 
• The degree at which companies can rapidly shift from one strategy to another (Sushil 

X. , 1997). 

Other terms that offer a similar conceptualization include the terms “strategic maneuverability” 
(Sushil K. , 2014), “organizational flexibility” (Volberda, 1996), and “dynamic capabilities” 
(Teece, Pisano, & Shuen, 1997). (Aaker & Mascarenhas, 1984) argued “organizational flexibility” 
was a strategic option that could be exercised by an organization. 

The term strategic flexibility can be applied at two levels: 

• At the level of the firm, where it is used to denote the ability of firms to respond and 
successively adapt to environmental change (Evans, 1991). 

• At the level of decision makers, where it is the extent to which new and alternative 
options in strategic decision making are generated and considered (Aaker & 
Mascarenhas, 1984). 
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These two applications are not mutually exclusive, because the creation of different options by 
decision makers is a prerequisite for firms adapting to environment change (Sanchez , 1995; 
Sharfman & Dean Jr, 1997). In other words, for strategic flexibility to exist at the level of the firm, 
decision makers themselves must possess capabilities for strategic flexibility (Hadighi & Mahdavi, 
2011). 

Table 3. Scientists' Approaches to Definition of “Strategic Flexibility” 
Author Definition of “strategic flexibility” 
Evans, Bahrami, 
Sanchez 

Strategic flexibility is the ability to precipitate intentional changes and adapt to environmental 
changes through the continuous rethinking of current strategies, asset deployment, and 
investment strategies (Evans, 1991; Sanchez , 1995). 

Hitt Strategic flexibility is the capability of the company to proact or respond quickly to changing 
competitive conditions and thereby develop and maintain competitive advantage (Hitt, Keats, 
& DeMarie, 1998; Radomska, 2015). 

Sanchez Strategic flexibility is the flexibility of the resources available to the company (resource 
flexibility) and the company’s flexibility in applying those resources to alternative courses of 
action (coordination flexibility) (Sanchez , 1995). 

Evans Strategic flexibility is a function of the event that impacted on the company, by necessity of 
choice, being used to denote the company’s deliberate or emerging capabilities to maneuver 
offensively or defensively (Evans, 1991) 

Anderson Strategic flexibility is a company’s ability to restructure itself internally as well as its 
relationship with the external environment including competition originating from almost 
anywhere, even from outside a company’s industry (Sushil X. , 1997). 

Volberda, 
Rutges 

Strategic flexibility – is a non-routine steering capacity, managerial capabilities related to the 
goals of the organization or the environment (Sushil X. , 1997). 

Grewal, 
Tansuhaj 

Strategic flexibility - is the organizational ability to manage economic and political risks by 
promptly responding in a proactive or reactive manner to market threats and opportunities 
(Grewal & Tansuhaj, 2001) 

Johnson Strategic flexibility – is the firm’s capabilities to generate firm-specific real options for the 
configuration and reconfiguration of appreciably superior customer value propositions 
(Johnson, Lee, Saini, & Grohmann, 2003) 

Combe, 
Greenley 

Strategic flexibility is an organization’s capability to identify major changes in the external 
environment, to quickly commit resources to new courses of action in response to change, and 
to recognize and act promptly when it is time to halt or reverse such resource commitments 
(Markides, 2004). 

Kapasuwan Strategic flexibility is a firms’ capability to realize and generate options and to 
position/reposition themselves in response to environmental changes in a reactive or proactive 
manner (Kapasuwan, Rose, & Tseng, 2007) 

This internally driven strategic flexibility split into three levels is similar to (Krijnen H. , 1979) 
division of the strategic decision-making process: 

• The strategic level (strategic policy, economic, social goals, and product market 
mix). 

• The organizational level (organizational structure, decision making, and 
communication processes). 

• The operational level (production volumes) (Krijnen H. , 1984). 

Sanchez argued that two critical components of strategic flexibility were “resource flexibility” and 
“coordination flexibility”, which are both controlled from a company’s internal environment 
(Sanchez , 1995). So, an inward focus is directed on the company’s internal environment, and 
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different strategic options are possible depending on the nature of the change and the internal 
company influence. 

Combining strategy and flexibility, (Roberts & Stockport, 2014) and (Sharma, Sushil, & Jain, 
2010) identified that strategic flexibility has three levels of strategy analysis: 

• High-level - is the organizational direction. 
• Medium-level - is the organizational structure. 
• Low-level - is operations related to individual business units. 

(Burnes, 1992) and (Johnson G. , 2011) emphasized the need for analyzing strategies on various 
levels in organizations and the need for integration between them (Sushil K. , 2012). 

High-level strategic decision-making has been named corporate level or organizational direction. 
This concept aims at explaining the overall corporate strategy e.g. direction, composition and 
coordination of the firm (Burnes, 1992). 

Based on (Sharma, Sushil, & Jain, 2010; Burnes, 1992; Roberts & Stockport, 2014) classifications, 
high-level strategic flexibility in this study concerns changing of overall strategies, renewal and 
diversity of products and services, switching to new markets or technologies and directions 
(Cingoz & Akdogan, 2013). 

Medium-level decision-making has been referred as organizational level, competitive level, 
organizational structure or business level (Volberda, 1996; Eppink, 1978; Sharma, Sushil, & Jain, 
2010; Burnes, 1992). From a contemporary perspective, organizational flexibility concerns 
activities such as co-ordination flexibility, locational flexibility and resource flexibility (Hadighi 
& Mahdavi, 2011; Ruiner, Wilkens, & Küpper, 2013). Measurements for medium-level strategic 
flexibility can be summarized as: competences, decision and communication processes, 
innovation, how to tackle competition and other value-adding activities (Sushil K. , 2000). 

Low-level is more or less jointly termed operational level (Georgzén & Palmér, 2014; Krijnen H. 
, 1984; Volberda, 1996; Sushil K. , 2012). According to (Burnes, 1992), the operational level 
strategy concerns strategic decisions regarding processes, people and resources.Firms can be 
perceived to be flexible when they with ease can change production to match fluctuations, 
efficiently shift production between locations, withdraw production from unprofitable markets, 
customize products or move resources to profitable markets (Krijnen H. , 1984; Sharma, Sushil, 
& Jain, 2010; Kandemir & Acur, 2012). Measurements for low-level strategic flexibility can be 
summarized as: changing production volumes connected to supply and demand fluctuations, 
allowing customization of products, easily shifting production between locations and allowing 
people in a decentralized structure to make operational decisions (Sushil K. , 2000). 

The resource-based view focuses on those assets and capabilities that provide competitive 
advantage. Strategic flexibility depended jointly on resource flexibility and the company’s 
flexibilities in applying those resources to alternative courses of action (Sushil X. , 1997). 

Within the competence-based view of the company, strategic flexibility characterizes the ability 
to respond advantageously to a changing environment. The competence-based view of the 
company came to the forefront of strategic management literature with Prahalad and Hamel’s 
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“Core Competence” (Prahalad & Hamel, 1990). Core competences were identified as “…the 
collective learning in the organization, especially how to coordinate diverse production skills and 
integrate multiple streams of technologies.” (Sushil X. , 1997). 

Conclusions 

In a stable environment, traditional management concept helps organizations to attain success. But 
it is limited to prepare organizations for uncertainty. As an alternative approach to managing for 
an uncertain future, new management theory and practice have begun to focus on developing on 
organizations` strategic flexibility. 

Flexibility can be seen as a characteristic of an organization that makes it less vulnerable to 
unforeseen external changes or puts it in a better position to respond successfully to change. So, 
flexible firms exhibit both diversity in strategic responses and rapid shifts from one strategy to 
another (Zheng Zhou & Wu, 2010). 

Increasing globalization is reshaping the competitive landscape and will continue to do so for the 
foreseeable future. The dynamism, uncertainty and unpredictability in the new competitive 
landscape require substantive changes in many firms to be competitive. The most important 
attribute that firms must achieve to operate effectively in the new competitive landscape is that of 
strategic flexibility (Das, 1995). 

Managers constantly face uncertainty in terms of rapidly changing economic and political trends, 
increasing global competition, shortening technology cycles, transformations in societal values, 
and shift in customer demands. A firm’s ability to adapt quickly to such conditions is crucial to its 
success in obtaining and maintaining sustainable competitive advantages (Zheng Zhou & Wu, 
2010). 

A firm has to develop flexible capabilities for speed and surprise. These capabilities derive from 
broad knowledge bases, generalizable resources, and core competencies that can be applied in 
various ways (Volberda, 1996). 

The various definitions of strategic flexibility have tended to reflect the different perspectives 
taken by strategic management researchers. There are differences in both the meaning and 
application of the term. Strategic flexibility provides a means by which companies can become 
more successful. Thus, strategic flexibility can be described as the strategic choices available to a 
company and the company’s ability to take advantage of those choices (Sushil X. , 1997). 

Strategic flexibility enables firms to lead or respond to change (Quaye, Osei, Sarbah, & Abrokwah 
, 2015; Najmaei & Sadeghinejad, 2009). Flexible firms rapidly shift from one strategy to another, 
become more proactive. 

Strategic flexibility may improve to innovation performance of a firm in a dynamic environment. 
Strategic flexibility can influence innovation performance by providing more flexible processes 
and structure. Innovation is the most important source of competitive advantage (Zheng Zhou & 
Wu, 2010). This is because innovation can result in new products that better satisfy customer 
needs, can improve the quality of existing products, or can reduce the costs of making products 
that customers want (Hill & Jones, 2004). 
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Any definition of strategic flexibility must combine both the external and internal perspectives. 
Therefore, strategic flexibility is about: 

• The ability to manage strategic risk. 
• The ability to respond to environmental change, i.e., both opportunities and threats. 
• The ability of a company to use its resources in both a proactive and a reactive way 

(Sushil X. , 1997). 

Successful adaptation through strategic flexibility will likely generate superior performance, 
exacerbating the imitation problem for competitors. Consequently, it is becoming increasingly 
important for decision makers to possess the capabilities for strategic flexibility in its various forms 
(Hadighi & Mahdavi, 2011). 

Strategic flexibility is necessary for firms to break down the institutional routines. Because 
strategic flexibility emphasizes the flexible use of resources and reconfiguration of processes, it 
reflects one type of dynamic capability that enables firms to achieve a competitive advantage in 
turbulent markets. It is complementary organizational capability that can help the firm achieve the 
full potential of its key resources when used in combination (Krijnen H. , 1984). 

References 

Aaker , D., & Mascarenhas, B. (1984). The need for strategic flexibility. Journal of Business Strategy , 74-82. 
Achrol, R., & Kotler, P. (1999). Marketing in the Network Economy. Journal of Marketing , 146-163. 
Alarcon, J., & Caruso, J. (2013). Put Some Flexibility into Your Planning. Pennsylvania CPA Journal , 36-39. 
Bahrami, H. (1992). The emerging flexible organization: Perspectives from Silicon Valley. California Management 

Review , 33-52. 
Burnes, B. (1992). Managing Change: A Strategic Approach to Organizational Development and Renewal. London: 

Pitman Publishing. 
Cingoz , A., & Akdogan, A. (2013). Strategic flexibility, environmental dynamism, and innovation performance: An 

empirical study. Procedia - Social and Behavioral Sciences , 582-589. 
Das, T. K. (1995, March 1). Managing Strategic Flexibility: Key to Effective Performance. Journal of General 

Management , pp. 60-75. 
Eppink, J. (1978). Planning for Strategic Flexibility. Long Range Planning , 9-15. 
Evans, S. (1991). Strategic Flexibility for High Technology Manoeuvres: A Conceptual Framework. Journal of 

Management Studies , 69-89. 
Flexible systems management: An evolving paradigm1997Behavioral Science 259-275 
Georgzén, P., & Palmér, H. (2014). Managing Strategy and Flexibility: A Trade-Off For Swedish Companies. 

Uppsala University . 
Gotcher, J. (1977). Strategic Planning in European Multinationals. Long Range Planning , 7-13. 
Grewal, R., & Tansuhaj, P. (2001). Building Organizational Capabilities for Managing Economic Crisis: The Role 

of Market Orientation and Strategic Flexibility. Journal of marketing , 65-80. 
Hadighi, A., & Mahdavi, I. (2011). A New Model for Strategy Formulation Using Mahalanobis-Taguchi System and 

Clustering Algorithm. Intelligent Information Management , 198-203. 
Harrigan, K. (1985). Vertical Integration and Corporate Strategy. The Academy of Management Journal , 397-425. 
Hatch, J., & Zweig, J. (2001). Strategic flexibility: The key to growth. Ivey Business Journal , 44. 
Hitt, M., Keats, B., & DeMarie, S. (1998). Navigating in the new competitive landscape: Building strategic 

flexibility and competitive advantage in the 21st century. Academy of Management Executive . 
Johnson, G. (2011). Exploring Strategy .  
Johnson, J., Lee, R.-W., Saini, A., & Grohmann, B. (2003). Market-focused strategic flexibility: Conceptual 

advances and an integrative model. Journal of the Academy of Marketing Science . 
Kandemir, D., & Acur, N. (2012). Examining proactive strategic decision-making flexibility in new product 

development. Journal of Product Innovation Management , 608-622. 



 

 131 

Kapasuwan, S., Rose, J., & Tseng, C.-H. (2007). The Synergistic Effects of Strategic Flexibility and Technological 
Resources on Performance of SMEs. Journal of Small Business & Entrepreneurship , 257-272. 

Krijnen, H. (1979). Flexible Firm. Long Range Planning , 63-75. 
Krijnen, H. (1984). Organization Responsiveness. International Studies of Management & Organization , 64-90. 
Markides, C. (2004). What is Strategy and How Do You Know If You have One? Business Strategy Review , 5-12. 
Matching vertical integration strategies to competitive conditions1986New YorkJohn Wiley & Sons, Ltd. 
Najmaei, A., & Sadeghinejad, Z. (2009). How Does Knowledge Management Matter in Enterprise Strategic 

Flexibility? Multiple Case Study Approach Based on SMEs in Malaysia. Ibima Business Review . 
Parnell, J. (2003). Strategic Management: Theory and Practice. Dreamtech Press. 
Porter, M. (1980). Competitive Strategy: Techniques for Analyzing Industries and Competitors. New York: Free 

Press. 
Porter, M. (1985). The Competitive Advantage: Creating and Sustaining Superior Performance. New York: Free 

Press. 
Prahalad, S., & Hamel, G. (1990). The Core Competence of the Corporation. London Business School . 
Quaye, I., Osei, A., Sarbah, A., & Abrokwah , E. (2015). The Applicability of the Learning School Model of 

Strategy Formulation (Strategy Formulation as an Emergent Process). Open Journal of Business and 
Management , 135-154. 

Radomska, J. (2015). Strategic Flexibility of Enterprises. Journal of Economics, Business and Management . 
Roberts, N., & Stockport, G. (2014). Defining Strategic Flexibility. The Flexible Enterprise, Flexible Systems 

Management , 37-45. 
Ruiner, C., Wilkens, U., & Küpper, M. (2013). Ménage à trois: Die Relevanz des Kunden in der psychologischen 

Vertragsbeziehung bei projektförmiger Wissensarbeit. Zeitschrift für Personalforschung , 354-372. 
Sanchez , R. (1995). Strategic Flexibility in Product Competition. Strategic Management Journal , 135-159. 
Sarbah, A., & Otu-Nyarko, D. (2014). An Overview of the Design School of Strategic Management. Open Journal 

of Business and Management , 231-249. 
Sharfman, M., & Dean Jr, J. (1997). Flexibility in Strategic Decision Making: Informational and Ideological 

Perspectives. Journal of Management Studies , 191-217. 
Sharma, M., Sushil, & Jain, P. (2010). Revisiting Flexibility in Organizations: Exploring its Impact on Performance. 

Global Journal of Flexible Systems Management , 51-68. 
Shimizu, K., & Hitt, M. (2004). Strategic flexibility: Organizational preparedness to reverse ineffective strategic 

decisions. Academy of Management Executive , 44-58. 
Shimizu, K., & Hitt, M. (2004). Strategic flexibility: Organizational preparedness to reverse ineffective strategic 

decisions. Academy of Management Executive , 44-58. 
Strategic management: An integrated approach2004BostonHoughton Mifflin 
Sushil, K. (2000). Cornerstones of enterprise flexibility: strategic, organizational, financial, information systems and 

manufacturing flexibilities. New Delhi: Vikas Publishing House. 
Sushil, K. (1999). Flexibility in management. New Delhi: Vikas Publishing House. 
Sushil, K. (2012). Flowing stream strategy: leveraging strategic change with continuity. New Delhi: Springer. 
Sushil, K. (2014). The Concept of a Flexible Enterprise. The Flexible Enterprise, Flexible Systems Management , 3-

26. 
Teece, D., Pisano, G., & Shuen, A. (1997). Dynamic capabilities and strategic management. Strategic Management , 

509-533. 
Volberda, H. (1996). Toward the Flexible Form: How to Remain Vital in Hypercompetitive Environments. 

Organization Science , 359-374. 
Zheng Zhou, K., & Wu, F. (2010). Technological Capability, Strategic Flexibility And Product Innovation. Strategic 

Management Journal , 547-561. 
 

  



 

 132 

 
 
 
 
 
 
 

Part 8: International Trade & 
Management 

  



 

 133 

Firm’s Competitiveness in Global Economy and Cost (Structure) 
Management 

Mehmet Hanifi Ayboga1, Asaf Murat Altug2, and Ersem Karadag3 

1School of Social Sciences 
Marmara University, Turkey 

2School of Business 
Marmara University, Turkey 

3School of Business 
Robert Morris University, USA 

Abstract 

The notion of competitiveness is to present a state of being in an economy in the sense that an 
environment exists that can promote the activities of economic entities to achieve the potential to 
create value. Competitiveness can suggest the notion that there are winners and losers. Competitive 
forces drive firms to seek new areas of growth, with either portfolio expansion or penetration and 
expansion in new markets. Although the forces that weigh heavily on a firm are recognized, their 
influence in determining a firm’s action in choosing a particular strategy is not well understood 
(Gehlhar et al., 2006). On the other hand firms either in local or international markets need to 
understand the product costs as well as other costs associated with marketing, transportation and 
other costs. To do so, the strategic cost management (SCM) is the tool that firms can utilize to stay 
competitive in the market. The cost management refers to a simultaneous focus on reducing cost 
and strengthening an organization’s strategic position (Eldenburg & Wolcott, 2005, p. 9). Firms 
competing in international markets need to find a sustainable, long-term strategy, that is, a set of 
policies, procedures, and approaches to business to produce success. Finding a strategy begins 
with determining the purpose and long-term direction, and therefore the mission of the company.  

Keywords: competitiveness, strategic cost management, cost analysis, value chain.  

Introduction 

At its most basic level, an economic foundation of competitiveness relates to the ability of an 
economic entity to create value to achieve sustained growth. This necessarily involves the ability 
to manage assets and processes as the firm increases the value (or wealth) of its activity through 
growth and productivity (Gehlhar et al., 2006). Such improvements and global changes not only 
affected firms and enforce them to change their strategies, but also had direct impacts on the 
competitiveness of an economy as a whole. As firms increase their global competitiveness, the 
economic value created by those firms contribute to the success of a country’s economy and 
increase a nation's standard of living.  

The notion of competitiveness is to present a state of being in an economy in the sense that an 
environment exists that can promote the activities of economic entities to achieve the potential to 
create value. Competitiveness can suggest the notion that there are winners and losers. When 
products can be differentiated and markets can grow, competitiveness is not always a zero-sum 
game. From a policy perspective, there are interventions that can propel an economic entity to 
become and remain competitive. From a business policy perspective, investments in productive 
capacity and production potential are encouraged. From a government policy perspective, 
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interventions are intended (ostensibly) to promote a competitive environment to maintain a level 
playing field (or remedy information asymmetries due to market failure). These interventions can 
be regulatory in nature or can provide or support public infrastructure and capacity (Gehlhar et al., 
2006). 

According to the “House of Lords on Overseas Trade Committee" competitiveness is synonymous 
with a firm's long-run profit performance and its ability to compensate its employees and provide 
superior returns to its owners. The Competitiveness Advisory Group (1995) proposes that 
competitiveness entails "elements of productivity, efficiency and profitability." Competitiveness, 
however, "is not an end in itself or a target... [but] a powerful means to achieve rising living 
standards and increasing social welfare -a tool for achieving targets". Accordingly, international 
competitiveness is achieved, "by increasing productivity and efficiency in the context of 
international specialization, [this is so, because] competitiveness provides the basis for raising 
peoples' earnings in anon-inflationary way." In short, as the World competitiveness Yearbook 
(IMD World Competitiveness Center, 2014) highlights, prosperity is the fundamental outcome of 
international competitiveness. 

Traditional Cost Management and Strategic Cost Management   

Cost management refers to a simultaneous focus on reducing cost and strengthening an 
organization’s strategic position (Eldenburg & Wolcott, 2005, p. 9). For an effective cost 
management cost analysis is performed at product level and firm level. Cost analysis traditionally 
is viewed as the process of assessing the financial impact of alternative managerial decisions. Cost 
analysis is a broader contexts and cost data is used to develop superior strategies en route to gaining 
sustainable competitive advantage. The complexity of the cost structure of a firm can lead to a 
long way in creating the competition strategy. In firms’ accounting function exists primarily to 
facilitate to development and implementation of business strategy (Shank & Govindarajan, 1993, 
p. 6). In the strategic cost management (SCM) framework, managing cost effectively requires a 
broad focus, external to the firm (Porter, 1998; p.43). Porter has called this focus “the value chain” 
(Altug, 2016, p. 129). Many managers view cost too narrowly and concentrate on manufacturing 
only.  

Successful cost leaders draw cost advantage from throughout the value chain. The value chain for 
any firm in any business is the linked set of value-creating activities all the way from basic raw 
material sources for component suppliers through to the ultimate end-use product delivered into 
the final consumers' hands. This focus is external to the firm, seeing each firm in the context of the 
overall chain of value-creating activities of which it is only a part, from basic raw material 
components to end use consumers (Shank & Govindarajan, 1993, p. 13, 14).  

In SCM, the role of cost analysis differs in important ways depending on how the firm is choosing 
to compete. Following Porter's (1980) delineation of basic strategic choices, a business can 
compete either by having lower costs (cost leadership) or by offering superior products (product 
differentiation). That these two approaches demand very different conceptual frameworks and has 
been widely accepted in the strategy literature. In strategic cost management it is acknowledged 
that cost is caused, or driven, by many factors that interrelated in complex ways. First category 
is”structural cost drivers”. From this perspectives there are at least five strategic choices by the 
firm, as follows (Shank & Govindarajan, 1993, p.19).   
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● Scale: how big an investment to make in manufacturing, in R&D, and in marketing 
resources.  

● Scope: degree of vertical integration. Horizontal integration is more related to scale.  
● Experience: how many times in the past the firm has already done what is doing again.  
● Technology: what process technologies are used at each step of the firm’s value chain? 
● Complexity: how wide a line or products of services to offer to customer.  

Second category of cost drivers, “executional drivers”, are those determinants of firm’s cost 
position that hinge on its ability to execute successfully.  

The list of basic executional drivers include at least the following (Shank & Govindarajan, 1993, 
p. 22):  

● Work force involvement (participation) - the concept of work force commitment to 
continual improvement 

● Total quality management (beliefs and achievement regarding product and process 
quality)  

● Capacity utilization (given scale choices on plant construction ) 
● Plant layout efficiency (how efficient, against current norm, is the layout?) 
● Product configuration (is the design or formulation effective?) 
● Exploiting linkages with supplier and or customers, per firm’s value chain  

While it may not always be true that a higher level of these executional factors improves cost 
position. Operationalizing each of these drivers also involves specific cost analysis. Many strategy 
consultants maintain that the strategic cost analysis field is moving very quickly towards 
executional drivers because the insights from analysis based on structural drivers too often old 
fashioned.  

Global Competitiveness 

A firm by finding a sustainable, long-term strategy, that is, a set of policies, procedures, and 
approaches to business to produce success. Finding a strategy begins with determining the purpose 
and long-term direction, and therefore the mission of the company. The mission is developed into 
specific performance objectives, which are then implemented by specific corporate strategies, that 
is, specific actions to achieve the objectives (Blocher et al., 1999, p. 28). Firms in the contemporary 
business environment use strategic management to focus primarily on strategic measures of 
success, many of which are non-financial measures of operations, such as market share, product 
quality, customer satisfaction, and growth opportunities (Blocher et al., 1999, p. 29). Business 
strategy literature provides a number of models for firm’s strategy. A well-known model is 
provided by the five forces model and suggested by Porter (1998, p.35) which highlights;  

• Rivalry among existing firms, 
• Threat of new entrants, 
• Threat of substitute products or services, 
•  Bargaining power of suppliers, 
• Bargaining power of buyers. 
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Porter’s ‘five forces’ of competition can be used to examine and analyze the competitive structure 
of an industry by looking at five forces of competition that influence and shape profit potential. 
Furthermore, Porter’s ‘five forces’ of competition have become a central concept to business 
theory.  

An alternative model suggested by Kay (1995), presents the notion of sustained competitive 
advantage in organizations obtained through (a) relational architecture, (b) reputation, (c) 
innovation and (d) strategic assets. At the core of Kay’s model is the resource based theory of the 
firm which focuses on the internal attributes or the resources and capabilities of the firm where, in 
order for the resources and capabilities of a firm to provide superior performance. Kay states that 
organizations have a strong architecture where there is an expectation of long-term relationships 
both within the firm and among its members, a commitment to sharing the rewards of collective 
achievement and a high but unstructured degree of informality. He contends that this architecture 
adds value to individual contributions of its members through the creation of organizational 
knowledge, through the establishment of a cooperative ethic within the organization and by the 
implementation of organizational routines. Reputation enables a company to charge higher prices, 
or gain a larger market share at competitive price for functionally equivalent product. Innovation 
and being the first in the market place is a very strong source of competitive advantage. Firms find 
it very difficult, however, to sustain this advantage because of the potential for replication, but 
strategic assets which are more difficult to replicate.  

A new theory of competition has been proposed in which “lean manufactures become locked in a 
head to-head race to create most innovative products at lowest price”. This is described as a 
“confrontation strategy” (Altug, 2014, p. 65) in contrast to the generic strategy of the low-cost 
producer and differentiation. But Porter argued that (Porter, 1996, p. 62), operational effectiveness 
has replaced strategy at the forefront of management’s concern and so attention has been refocused 
on the main components of strategy: performing unique activities; choosing a strategic position.    

Two of the critical determinants of competitiveness in an economy are “productivity 
improvements” and “technological innovations” (Tyson, 1988, p. 97). When inputs become more 
productive, cost decline and producers can pay higher wages and charge competitive prices 
without sacrificing profits. Behind productivity improvements, in turn, lie both human and 
technological forces (Tyson, 1988, p. 97). Managerial and labor skills foundation for productivity 
performance - the better trained and more flexible the work force. Technological improvements 
also directly affect the competitiveness. Improvements in product quality or serviceability and 
product innovations are often. A central goal of a government policy toward the economy is to 
deploy a nation’s resources (labor and capital) with high and rising level of productivity (Romano, 
2006, p.617). To achieve productivity growth, an economy must be continually upgrading. This 
requires relentless improvement and innovation in existing industries and the capacity to compete 
successfully in new industries. Government‘s aim should be to create an environment  in 
which  firms can  increase productivity and innovation by introducing more sophisticated 
technology and methods to (i) upgrade competitive advantages in established industries and (ii) 
develop the capacity to compete successfully in new industries (Porter, 1998,  p. 616,618).  

The scope for competition is no longer limited by national boundaries nor by the definition of a 
particular industrial sector hence the term “global”. Competition, is about internalizing on a 
worldwide scale key assets such as knowledge, finance, production experience and market access 
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that can lead to the development and to the effective commercialization of a wide variety of 
products and services (Ernst & O’Connor, 1989, p.25). Government policies that succeed are those 
that create an environment in which firms can gain competitive advantage (Shenkar, et al., 2014, 
p.182).  Government’s most powerful roles are indirect rather than direct ones.  State/ government 
policies can create competitiveness at both the macroeconomic and the microeconomic levels 
(Tyson, 1988, p.97).  

At the macroeconomic level, policies can affect competiveness over time by influencing the 
quantity and quality of labor, capital, and technology and should also support the ability of the 
nation’s firms to enter new industries where higher productivity can be achieved than in position 
ceded in less productive industries and segments (Porter, 1998, p.128). Skill shortages in a nation’s 
workforce can act as barrier to the introduction of new technologies and lead to reduction of a 
nation’s competiveness (Foley, et al., 1993, p.131). Skilled workforce associated with new 
technologies can be divided broadly into three group. These are (a) professional 
scientists/engineers, (b) technicians and (c) craft workers. Skill shortages act as constraint on 
adaption new technologies in local labor markets.  

The public-private (P-P) partnership describe cooperative venture between the state and private 
business which is provide government support for firm competitiveness. And many type of public-
private technology partnerships have been implemented, direct public funding of industry-led 
R&D projects, to public funding of private research consortia (Stiglitz & Wallsten, 2000, p. 38). 
At the microeconomic level, government using policy to create competitive advantage at the 
economy-wide level, government can use policy to create competitive advantage in individual 
industries or activities. Government policy influences firm strategy, structure, and rivalry, through 
such devices as capital market regulations, tax policy, antitrust law (Porter, 1998, p. 128).  

Strategic Trade Theory 

Traditionally competition policy and international trade policy have been treated as separate fields 
despite the fact that they are closely related. Whilst the classical and neoclassical trade theory has 
been developed on the premise of “perfect competition” prevailing on all markets, the theory of 
strategic trade policy took cognizance of numerous markets being served by “oligopolies” 
(Neuman, 2001, p. 8). New trade theory has concentrated on demonstrating that under certain 
conditions, national policies to promote or protect domestic producers in international competition 
can improve national welfare. There are two different type of condition that give rise to result of 
this kind (Tyson, 1988, p.111). 

● First, industry that are “imperfectly competitive”, often as result of economies of scale, earn 
higher returns than those available rest of economy and national welfare may be improved 
by government policies to win larger market shares for domestic producers in World 
market.   

● A second, conditions that provide externality or spillover effects. Certain industries may be 
more important than others because they generate benefits for the rest of economy. And 
governments’ policy to promote them can improve welfare by fostering these spillover 
effects. The industries are defined “strategic”. Government policy creates advantage at the 
micro level has focused on high technology sector. 
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Each of the firms continually seeks to find competitive advantage and recognize that the markets 
it sells are highly competitive. The degree of competition they face relates not to the number of 
rivals against which they compete but rather to the ever present possibility that their rivals may 
innovate and gain a decisive cost or product- quality advantage (Metcalfe & Boden, 1993, p. 83).  

Causes of International Collaboration: Growing Costs, Entry to the New Technology and 
Foreign Markets   

Recently tendency of firms to clusters, strategic alliances, cooperative R&D programs, 
acquisition in foreign countries and constellation in distinct communities about the extent and 
pace at which technological knowledge diffuses across national boundaries (Tayyeb, 2001, p. 1).     

“Alliance” is broad term capturing many inter-firm cooperation that go beyond mere market 
transactions. It includes “vertical” alliance between buyers and suppliers (subcontracting). 
“Horizontal” alliance between competitors, and “diagonal” alliances between firms in different 
industries. It covers the whole range of forms from incidental cooperation between independent 
firms, through licensing, more systematic and lasting forms of cooperation, equity swaps and 
equity joint venture all the way to mergers and acquisition (Noteboom, 1999, p. 1). This have 
include international coalition, strategic networks in addition to the more common “strategic 
alliance”. A nation’s successful industries are usually linked through vertical (buyer- supplier) 
which provides cost reduction and tap into technology (Porter, 1990, p. 305) or horizontal 
(common customers, technology, channels, better access to market information etc.) relationships 
which provide strong market position (Oster, 1999, p. 240).  

Inter-organizational cooperation can potentially assist in reduction of transaction cost. 

Alliances are agreements between different organizations, but they tend to be less formalized. They 
usually involve less investment (Weston & Weaver, 2001, p. 131). Various terms have been used 
to describe many different form of strategic alliance (Altug, 2016, p. 99). Coalitions between two 
or more firms, either formal or informal, who share compatible goals, acknowledge a level of 
mutual interdepence, and a reformed for strategic reasons (Stiles, 2001, p. 23, 24). 

Joint ventures are separate business entities that are formed with other organizations that allow 
firms to share unique skills and spread risk among participating firms. Licensing is the granting of 
know-how and sometimes the physical equipment required to produce specified products is return 
for a royalty fee arrangement (Weston & Weaver, 2001, 2001, p. 128). Licensing can rapidly 
expand the market and achieve a high return on investment. Franchise agreements are contracts 
between the franchisor (parent) and the franchisee that grant the rights to use the parent’s name, 
reputations, and business model at specified location within a designated market area. 

Merger and acquisition (M&A) are undertaken by companies to achieve certain strategic and 
financial objectives (Sudarsanam, 1995, p. xiii). Cross-border acquisitions that firm sees profitable 
opportunities in serving an overseas market with its own products or services. Firms acquire unique 
advantage; to exploit the company brands, reputation, design, production and management 
capabilities, and firms to access raw materials, technology, latest innovations and cheap-
productive labor (Sudarsanam, 1995, p. xiii). 
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A clusters is a geographically proximate group of interconnected companies and in associated 
institutors in particular field, linked by commonalities and complementaries. Clusters also often 
involve a number of institution, governmental and otherwise, that provide specialized training, 
education, information, research, and technical support (such as universities, think thanks, 
vocational training providers), and standards - setting agencies. Government departments and 
regulatory agencies that significantly influence a cluster can be considered part of it (Porter, 2003, 
p. 254). 

Consortia focus on generic precompetitive technology, neither type of arrangement, either alone 
or together (Procassani, 1995, p. 284). Alliance occur, such as technology, world markets and 
competition and implications for their purpose. It includes the role of scale, scope, experience and 
learning, information and communication technology, shortening life-cycles of products and 
pressure towards “radical product differentiation”. This leads to the conclusion that firms need to 
concentrate on core competencies, to outsource more activities and use outside partners as sources 
of complementary knowledge and competence. Alliances serve a variety of additional purposes: 
to spread fixed cost ( in production, distribution, R&D ), circumvent entry barriers, achieve speed 
of market entry, and learning about local business conditions, adapt products to markets, acquire 
sources of materials, components, labor, technology or learning, facilitate technology transfer, and 
they can shorten the time from product conception to commercialization,  set market standards, 
provide stable, secure, long time supplier relations which a major source of competitive advantage 
(Blaine, 1994, p. 81,82), pre-empt or attack competition (Nooteboom, 1993, p. 43). 

Strategic alliances are a dominant form of business organization and new forms of inter-firm co-
operation. Strategic alliances are continuation of competition (Dieter & O’Connor, 1989, p. 25). 
Various form of inter-firm cooperation, contractual- collaborative arrangements usually result 
from growing cost and complexity of doing business in a global environment.  Cost of developing 
new technologies and product, and the need to simultaneously enter the world’s major markets 
account for the popularity of new forms of arrangements (Blaine, 1994, p. 77). These arrangements 
offer the firms a number of additional strategic benefits as well. And strategic alliances involve 
production of knowledge or the sharing of activities, may include production of new products or 
process and involve activities (Shyam & Waverman, 1997, p. 128) that are dynamic in nature such 
as innovation or competition. Technologic cooperation or the integration of technology into the 
firm’s business operations is crucial to its successful management and hence it’s competitive 
advantage.  

Taking into account all of these factors that provide to firm; competitiveness and cost reduction. 

Conclusion 

Two of the critical determinants of competitiveness in an economy are “productivity 
improvements” and “technological innovations”. 

The national economic system effectiveness, needs use of macroeconomic controls for achieving 
competitiveness. State interventions and regulates the national economic environment in which 
firms operate. The state is involved in micro and macroeconomic interventions to ensure this 
effectiveness. Since competition is no longer at national borders, government interventions are 
interventions that will ensure the competitiveness of national firms in the international 
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environment, especially in the high-tech marketplace. For this reason, the state reduces their costs 
by entering into cooperation with the firms and gives support to the firm as the biggest buyer 
(government procurement).   

On the other hand, business strategy is being able to identify, attain and sustain competitive 
advantage (Oldman & Tomkins, 1999, p. xi). It is argued that superior value from the customer’s 
perspective (sustainable competitive advantage) is achieved by focusing upon critical dimension 
of cost, technological capability, and procurement of raw materials. So firms focus on cost 
structure in a broad perspective rather than focusing on cost in narrow context. Michael E. Porter 
named this strategy as a value chain. From raw material intake to deliver of the product to the 
consumer. In the light of increasing intensity and velocity of competition, to meet the demands of 
this complex and dynamic environment, managers need new tools and perspective which to 
formulate and implement competitive strategies. Global competitiveness caused to collaboration 
of firms and act cost drivers (structural or executional). The creative destruction defined by 
Schumpeter means that the emergence of new products leads to a shortening of the existing product 
life cycles.  For this reason global competitiveness has become more costly and has led companies 
to enter global collaborations. Failure to meet R & D costs due to product shortages leads to the 
main cause of cooperation. But this is not the only reason for cooperation.  

While vertical cooperation provide to reduce the cost and horizontal cooperation provide 
monopoly power.  And collaborations it is possible to reduce the R & D costs, entering new 
markets, exceeding entry barriers and using brand power, reputation, reducing distribution channel 
costs, entering new products, entering new technologies. Inter-organizational cooperation can 
potentially assist in reduction of transaction cost. 
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Abstract 

This study develops a conceptual model that try to provide maximum organizational 
competitiveness in hotel sector of hospitality industry. Building on social systems theory and 
uncertainty reduction theory, the current study proposes that uncertainty and complexity are 
directly antecedents of organizational complexity and the relationship can be mediated by 
proactive environmental strategies and moderated by hotel affiliations. Considering the increasing 
competition in the industry, organizations are constantly seeking to maintain their competitive 
edge over their competition and the findings of this study offers a bright spot for building 
competitiveness through organizational readiness for uncertainties and complexities. 

Keywords: organizational competitiveness, proactive environmental strategies, uncertainty, 
complexity, hotel industry 

Introduction 

Industry and organizational competitiveness has been one of the most important research focuses 
not only in business and economic studies but also in tourism and hospitality. Porter(1990), a 
famous economist was the first to introduce the concept of national competitiveness and the 
concept has however in the past decade gained a lot of relevance among management scholars 
(Roy, 2011). Most researches carried out on industrial competitiveness has been connected to 
manufacturing industry and interrelated sectors, however in recent years, researches are being 
carried out to examine the competitiveness of service sector at international level focusing on 
tourist destinations and hotel industry (Andrades & Dimanche, 2017; Fraj, Matute, & Melero, 
2015; Iraldo et al., 2017).  

As tourism and hotel industry persistently thrive globally, the competition within the industry is 
also fiercer. The tourism and hospitality industry over a prolonged time has been operating in 
instability, complexity and uncertainty; the hotel industry also operating in consumer-led and 
interconnected environment is also exposed to dynamism and interferences. According to Joshi, 
Poudyal and Larson (2017); Maria, Madalina, Catalina and Diana(2008); Tsui, Yuen and 
Fung(2017) some of the most important factors influencing and affecting competitiveness in the 
tourism and hospitality industry some of which are learning organization, interaction abilities, and 
technology and information technology and human resources. Learning organization was defined 
by Bayraktaroglu and Kutanis (2003) as the process where hotel organizations utilize novel global 
strategies while Rodríguez-Díaz and Espino-Rodríguez (2006) defined interaction abilities as the 
grander aptitudes organizations possess to manage resources. 

Hotels with affiliation based on Ingram and Baum's (1997) opinion are said to have more 
innovation and knowledge resources as well as better brand image and competitiveness. 
Consequently, affiliated hotels are better prone to utilizing knowledge for their organizational 
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innovations because learning will occur not only at the hotel but with other affiliated organizations 
(Fraj et al., 2015). Most literatures and researches evaluating the competitiveness in hotel industry 
often evaluate some of factors and they also fail to create a framework the captures the relationship 
or explain the mediating and moderating influences of these factors on hotel organizational 
competitiveness. Therefore this research is aimed at understanding the moderating influence of 
affiliation on the relationship between uncertainty, complexity and organizational competitiveness 

Literature Review and Proposition Development 

Uncertainty and Organizational Competitiveness 

The industrial environment has increasingly become dynamic and turbulent following 
internalization and globalization; new technologies and customer needs/demands have also 
become unpredictable, denser and changing rapidly (Tan, Zhang, & Wang, 2015). An environment 
that is highly uncertain can be characterized by short product development cycles and services; 
also, social capital will be requisite in order to sustain the external relationships that exist between 
the environmental factors that influence the organizational performance and the management 
(Acquaah, 2007). Accumulation of social capital can give organizations access to external sources 
of information and knowledge; also help them in transferring and adjusting to commercialized 
systems (Shrivastava, Pazzaglia, Sonpar, & McNamara, 2016).  

The last aforementioned authors also stated that this accumulation process is strongly linked with 
innovative ability of organizations which can help them benefit from market opportunities and 
consequently increase their competitiveness. With the uncertainty in environment and the 
internalization/globalization trends, tourism managers are forced to improve their innovation 
capability and intellectual capital (Liu, 2017)in order to meet their customers’ changing demands; 
also maintain their ties with suppliers and their competitors which will give them the opportunity 
to observe and adapt quickly to the environmental changes that will enable them to modify their 
operations to suit the needs and uncertainty of the environment.  

There are different responses of organizations to environmental uncertainties according to Miles 
and Snow typology (Miles, Snow, Meyer, & Coleman, 1978). If organizations respond as 
prospectors and become innovative as well as take risk for growth opportunities, this will lead to 
higher organizational competitiveness. Invariably, the disposition of organizations towards the 
daunting uncertainty within their environment will greatly influence their competitive capability 
in the industry. Thus, building on the above argue, we propose that: 

• Proposition 1: Uncertainty exerts a positive influence on organizational competitiveness 

Complexity and Organizational Competitiveness 

Complexity refers to the total elements that make up an organization or its environment as well as 
the connections between the said elements. According to McElroy(2003), the complexity 
differential explain the complexity of a system and its environment; and posit that if the elements 
that make up an organization  and their interrelations are directly proportional to each other in that 
the higher the number of elements and their interrelations, the higher the degree of complexity of 
the organization.  
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However, contrasting complexity definitions, social systems theory theorizes that “the 
environment is an organization-relative situation” Luhmann (1995, p. 181) because the complexity 
of an environment is totally dependent on the observing organization. An organization with high 
complexity often perceives its environment less complex (McElroy, 2003),however if an 
organization observes its environment as complex, it’s because the complexity of such 
organization is low. According to social systems theory, this indicates that the complexity an 
organization ascribes to its environment depends on the level of the organization’s 
complexity(Schneider, Wickert, & Marti, 2017). 

According to Schreyögg and Steinmann (1987), social systems theory usually select only their 
aspect of their environment relevant to their existence/survival and disregard those regarded to as 
irrelevant. The selection process of social systems theory creates a peculiar environment, focus on 
distinct tasks, thereby maintaining their operational efficiency and effectiveness (Baraldi & Corsi, 
2017).Nevertheless, if the organization’s complexity however remains low with respect to 
environment, Duncan (1972) believes the organization jeopardizes its survival because of its lack 
of ability to grasp its environmental complexity. With regards to political, economic, physical and 
technological conditions, organizational environment is constantly changing (Child & Rodrigues, 
2011) and this constantly challenges organizations to uncover new and novel elements that might 
be crucial to their survival and they must constantly alter their complexity for them to remain 
competitive and viable. Following the above argument, hypotheses 2(a) and 2(b) are developed as: 

• Proposition 2a: Organizational internal environmental complexity exerts positive 
influence on the observing organization’s Organizational Competitiveness 

• Proposition 2b: Industry environmental complexity also exerts positive influence on the 
observing organization’s Organizational Competitiveness. 

Proactive Environmental Strategies (PES) 

Building on Hart's (1995)‘Natural-resource-based view of the firm’, Aragón-Correa and Sharma 
(2003) claimed that PES is a dynamic capability that enable organization to develop and adjust 
their strategies to the uncertain and dynamic environment. PES entails implementing innovative 
and novel environmental reforms dependent on detectible process such as reverse logistics, 
prevention technologies or eco-design which implies that organizations employing PES are 
committed to resolving its environmental hitches via the establishment of novel practices (Buysse 
& Verbeke, 2003; Christmann, 2000).It is also related to complementary capabilities (Fraj et al., 
2015) such as continuous innovation, stakeholders' integration ability or generative learning. PES 
as affirmed by Hart (1995)offers organizations competitive advantage due to the fact that it allows 
them to deploy complex, rare and unique capabilities that are difficult to imitate. 

PES as a dynamic capability enables organizations to ‘sense and shape’ the nature and existence 
of environmental opportunities and threats (that is) seizing opportunities and maintaining 
competitiveness by enhancing and reconfiguring organizational resources (Teece, 
2007).Therefore, organizational excellence in coordinating and integrating core competencies 
offers sustainable advantages. Proactive organizations, according to Hanna, Rocky Newman 
andJohnson, 2000) are able to internally ‘sense and shape” opportunities frequently through 
innovative processes to prevent environmental ineffectiveness in operational procedures. 
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Goll and Rasheed (2004) opined that in order for organizations to manage uncertainty, they must 
heighten their social legitimacy by participating in social responsibilities. Managers often adopt 
PES by developing environmental protection program when uncertainty is characterized by 
flexible environmental legislation issues (Majumdar & Marcus, 2001). Additionally, complexity 
and uncertainty in the hotel industry will encourage managers and decision makers to take greater 
risks(Li & Tang, 2010) because they perceive environmental responsible behaviors as a means of 
improving their organizations reputations (Koh, Qian, & Wang, 2014),gain environmental 
legitimacy(Lewis, Walls, & Dowell, 2014)and competitiveness (López-Gamero & Molina-Azorín, 
2016). Therefore, the aforementioned reasoning lends basic foundation for the argument that PES 
has integral relationship with uncertainty, complexity and competitiveness within hospitality 
organization. Hence, hypothesis 3, 4 and 5 are developed as follows: 

• Proposition 3: Uncertainty is positively related to Proactive Environmental Strategy 
• Proposition 4: Complexity is positively related to Proactive Environmental Strategy 
• Proposition 5: Proactive Environmental Strategy is positively related to competitiveness 

Mediating Role of Proactive Environmental Strategy 

As previously mention in the literature, organizations employing PES as a dynamic capability are 
able to sense and shape. Sensing help organizations to understand the uncertainty in its 
environment which will avail them the opportunity of continuous innovation (Fraj et al., 2015) 
while shaping encourages flexibility and adaptability to the uncertainty and dynamism in the 
environment; organizations are able to adapt their strategies to align with the changes which could 
be from task environment (competitors, regulators, suppliers, etc.) or from the general environment 
(political, economic, technological, etc.) (Duncan,1972). 

PES is dependent on managers’ interpretation and discretion of environmental matters such as 
opportunities (Majumdar & Marcus, 2001) and complexity (Leonidou, Leonidou, Fotiadis, & 
Zeriti, 2013). Due to the fact that PES is non-imitable and non-replicable in that it requires both 
involvement, commitment and coordination of staff (Sharma & Vredenburg, 1998) and  logical 
sequential process in reconfiguring resources (Fraj et al., 2015), this will aid hotel managers in 
having better understanding of the environmental complexity to be able to effectively and 
efficiently reconfigure resources for organizational competitiveness (Cheraghalizadeh & Tümer, 
2017). 

• Proposition 6: PES mediates the relationship between uncertainty and organizational 
competitiveness 

• Proposition 7: PES mediates the relationship complexity and organizational 
competitiveness 

Affiliation as a Moderator 

According to Benito, Román and Guillén (2015), brand equity literature suggests that affiliation 
aids in offsetting competition and obtain competitiveness through customer loyalty. It also reduces 
the marketing action effects of competitors, improves profit margin in comparison to their 
competitors as well as effectiveness of marketing communication activity (Keller, 2002). In lieu 
of this, there is a difference in the competitiveness of affiliated and unaffiliated hotels (Blal 
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&Sturman, 2014; Zhang, Ye, & Law, 2011) as well as their motivations, initiatives and ability to 
respond or act (Smith, Menon, & Sivakumar, 2005; Wang, Chen, & Chen, 2012).Uncertainty 
Reduction Theory (URT) was created by Berger and Calabrese (1975)to explain the 
communication process that takes place when there is interaction between two strangers. They also 
claimed that when interaction proceeds, there is information flow and this reduces uncertainties 
(Lin, Kolobov, Kamar, Horvitz, & Redmond, 2015). 

According to Kramer (1999)environmental uncertainty can be abridged through cognitive process 
while effective cognitive process will help in understanding the complexity of the organization 
and its element. However, cognitive development can be achieved by many factors such as 
affiliation (Gerson, Simpson, Paukner, Sommerville, & Decety, 2016). A research carried out by 
Ayuso (2006) shows that hotels having affiliations are better informed about important information 
about code of conducts and best environmental practices which is in congruence with research 
carried out by (Claver-Cortés, Molina-Azorí, Pereira-Moliner, & López-Gamero, 2007). During 
affiliation, opportunities are seized through new products/service, business model or technologies 
(Graci & Dodds, 2008) which was done by Fairmont Hotels by collaborating with WWF and US 
Environmental Protection Agency to  create “Green Partnership” for a sustainable business model. 

PES can be facilitated by organizational configurations of strategic affiliations for competency-
oriented affiliations and environmental improvements that is characterized by explorative learning 
(Lin, 2012). As mentioned earlier, the perspective of dynamics capabilities to PES necessitates 
integrating the perspective of the divergent stakeholders (Aragón-Correa & Sharma, 2003; Sharma 
& Vredenburg, 1998). Furthermore, adoption of PES can result in organizations valuable 
competitive capabilities such as stakeholder integration and this can ultimately influence 
establishing affiliations to reduce uncertainty, better understand the complexity of the 
organization/industry, product and technology development (Fraj et al., 2015) for competitiveness. 
Therefore we posit that 

Proposition 8a: Affiliation fully moderates the mediation of PES in the relationship between 
uncertainty and organizational competitiveness. 

Proposition 8b: Affiliation partially moderates the mediation of PES in the relationship between 
complexity and organizational competitiveness. 

 
Figure 1. Conceptual model 
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Proactive environmental strategy in literature is often measured using a 16-items scale developed 
by (Gil, Jiménez, & Lorente, 2001; Sharma, 2009).The 16 items in the scale covers a divergent 
range of activities that exerts environmental influence on hospitality organizations. Some of such 
activities include organizational design, purchasing policy, environmental benchmarking, 
operations, customer involvement in environmental activities, implementation of environmental 
certification programs, environmental benchmarking, etc.  This scale also indicates the depth of 
issues covered by the proactive environmental strategy construct. 

Similarly, organizational competitiveness construct have been measured in recent literature using 
5-item scale. Since competiveness is often seen in the light of the competitions, the evaluation of 
organizational competitiveness requires managers to provide a candid assessment of their 
organization’s competitive positioning with respect to their key competition as it touches gross 
profit, current profitability, achievement of corporate goals and long-term profitability outlook. 
Fraj et al.'s (2015) scale for measuring competitiveness stipulates the importance of requesting 
candid opinion of the managers since according to González-Benito and González-Benito (2005), 
managing executives have preference for providing subjective evaluation of their organization 
performance, the current study align with the previous studies to elucidate subjective opinions of 
hotel managers pertaining to their competitiveness. 

Further, complexity construct considers the business environment in which business operates 
which may include the government and regulatory agencies. Meznar and Nigh's (1995) scale 
adequately address the concept and provides robust ground for determining organizational 
complexity.  Also, uncertainty construct is robustly grounded in Hoque's (2004) scale. This scale 
provides specific focus on competitors, suppliers, customers; regulations, production and 
globalization roles in creating organizational uncertainty. Lastly, hotel’s affiliation to chain, may 
alter their disposition towards uncertainty and complexity (Morgan, Kaleka & Katsikeas, 2004) 
such that collaboration with internal and external partners may influence the completion of market 
competition and invariably its impact on the business.  

Discussion 

There is a positive relationship between uncertainty and competitiveness only if the organization 
respond to uncertainty as prospectors which is in congruence with findings from Köseoglu, 
Topaloglu, Parnell and Lester's (2013) research. Prospectors are highly innovative and proactive, 
ascribing much importance to flexibility. They also constantly observe their environment and carry 
out vast R & D activities (Allen & Helms, 2006; Tan, Fischer, Mitchell, & Phan, 2009) which 
increases their competitiveness. Organizational internal environmental complexity according to 
analysis of the data has a positive effect on the observing organization’s Organizational 
Competitiveness because if an organization is able to grasp its own internal environment’s 
complexity, its survival is protected and increases its competitiveness (Duncan, 1972). An 
organization that understands its internal environmental will better understand the external 
environment and consequently improves its competitiveness as well. 

PES also fully mediated the relationship between uncertainty and competitiveness; and also the 
relationship between complexity was fully mediated by PES and this can be justified because when 
organizations perceives PES as a dynamic capability, they are able to use their cognitive 



 

 149 

capabilities to sense their external and internal environment (Helfat & Peteraf, 2015) which helps 
them to understand allocation of resource to manage uncertainty and reduce complexity. 

The result of the moderation analysis of the affiliation shows that affiliation fully moderates the 
mediation of PES in the relationship between uncertainty and organizational competitiveness 
because when the four and five star hotels are affiliated with other hotels or major stakeholders in 
the industry, the uncertainty will be reduced to the barest minimum (Bettencourt, 1997; Calveras 
& Orfila, 2014); affiliation however partially moderate the mediation of PES in the relationship 
between complexity and organizational competitiveness.  

Conclusion and Recommendations 

The finding of this research shows that for four and five star hotels in Nigeria to improve in their 
competitiveness, they must take into cognizance the role of affiliation and PES in eliminating 
uncertainty and complexity of both the internal and external environment. This research is also 
applicable to other sectors within the tourism and hospitality industry as well as other industries. 

The implication of this for managers is to firstly, adopt PES capabilities in their organizations to 
be able to sense and shape opportunities within the industry to reduce the uncertainty and 
complexity; secondly, this research will help managers understand the importance of affiliation in 
their competitiveness. 

For future research, the role of knowledge sharing during affiliation and its impact of 
organizational competitiveness can be looked into. Also, leadership role can be examined in 
relation to using PES as a dynamic capability.  
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Abstract 

The current study adopted motivation analysis approach to investigate the factors that drive 
customers to engage with social commerce. Guided by motivation theory, intrinsic and extrinsic 
motivation factors were identified and examined through a self-administered online survey. 
Results indicated that three types of intrinsic motivation including knowledge, accomplishment, 
and stimulation as well as two types of extrinsic motivation such as external regulation and 
introjected regulation had positive effects on customer engagement with social commerce. 
However, one type of extrinsic motivation, identified regulation was found no statistically 
significantly related with customer engagement behavior with social commerce. The increasing 
trend of social media provides an opportunity for businesses to expand their activities and enjoy 
the presence of thousands of potential customers in one place. By focusing on the new understudied 
phenomenon of social commerce, this study makes great contribution to the body of knowledge 
and provides valuable implications to both practitioners and policy makers. 

Keywords: social commerce, customer engagement, intrinsic motivation, extrinsic motivation, 
motivation analysis 

Introduction 

Social commerce has been labeled by Google as a growing trend in the market (Kim, 2013). 
Various firms have proactively practiced social commerce in their strategic approaches. For 
example, Macy’s offers product order functions on Pinterest to enable direct orders of Macy’s 
products while people browse product pictures on Pinterest. Many other traditional retailers are 
also actively leveraging social media for commerce, such as Nordstrom’s, Bloomingdale’s, and 
Wayfair. On the other hand, some social networking sites also seize the opportunity and add 
commercial features to their websites. Facebook has further facilitated social commerce by 
enabling companies to create “Shop Now” virtual stores and use Facebook Messenger for pre-
/post-sale customer communication and interaction. The commercial impact of social commerce 
is quite clear when evaluating market performance over the last few years. One study that 
examined Australian markets found that the total sales social commerce generated in 2010-2011 
reached about 189 billion dollars (Lazar, 2015). The revenue generated by social commerce has 
been continuously increased in the last few years (Kholod, 2017). Therefore, practitioners and 
academia should study how to leverage the engine of social commerce for sustainable 
competitiveness and market share.  

Undoubtedly, the success of social commerce mostly depends on customer participation and 
engagement. Understanding why and how customers engage in social commerce is the key to 
businesses being able to unleash the potential value of social commerce. Since social commerce 
has been in its fledging stage, sparse research has focused on this topic. The current study pioneers 
and contributes to the body of knowledge by adopting a motivation analysis of customer 
engagement with social commerce. Customer engagement is a broad term, and there is a lot of 
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discussion about its conceptualization and scope (social, emotional, behavioral, etc.). For the 
current research, customer engagement behavior has been defined as the concept metric. Customer 
engagement behavior in social commerce includes both direct and indirect commercial 
transactions. Direct transaction refers to the purchase behavior while indirect transactions may 
include referral and e-WOM behaviors. Referrals and e-WOM behaviors regarding brands and 
products on social media have been the subject of many diverse studies (Chu & Kim, 2011; De 
Vries, L., Gensler, & Leeflang, 2012; Goh, Heng, & Lin, 2013; Hollebeek, Glynn, & Brodie, 
2014). Given that the essence of social commerce is to increase sales for companies (Kim, 2013), 
this study focuses on consumer purchase behavior via social media and ultimately suggests the 
underlying strategic paradigm that optimizes customer engagement with social commerce to drive 
customer purchases.  

Literature Review 

Social commerce is a new trend in social media that refers to commercial activities in online 
communities (Hajli, Shanmugam, Powell, & Love, 2015). This new phenomenon is composed of 
four major interrelated components: customers, business, information and technology (Zhou, 
Zhang, & Zimmermann, 2013). The role of customers is particularly significant in social 
commerce since customer behavior is greatly influenced by other components. Also, since social 
commerce turns passive customers into active participants who can engage with value co-creation, 
the level of customer participation in social commerce is greater than participation in any other 
traditional or online transaction (Pongsakornrungsilp & Schroeder, 2011). Thus, a new line of 
research that examines the factors affecting customer engagement with social commerce has 
emerged in academia. The studies conducted in this area mostly focus on technological and social 
factors that support customer activities in the domain of social commerce (Hajli, 2015; (Yadav, de 
Valck, Hennig-Thurau, Hoffman, & Spann, 2013). 

Deci and Ryan (1985) developed Motivation Theory which focuses on the motivation behind 
individual behaviors and choices. This theory classifies motivation systems underlying individual 
behavior into intrinsic and extrinsic motivation. When an individual is motivated intrinsically, that 
person performs a task because of an interest in the task itself; however, when someone is 
motivated extrinsically, the person performs the task to achieve a specific external value or reward 
(Davis, Bagozzi, & Warshaw, 1992). Previous studies have examined various dimensions of 
intrinsic and extrinsic motivation in different contexts from education to sports, which will be 
reviewed in following sections.  

Intrinsic motivation refers to engaging in an activity because of an individuals’ internal 
psychological needs of self-determination and competence (Deci, 1975). Intrinsic motivation can 
be classified into three types: intrinsic motivation to know (Knowledge), to accomplish tasks 
(Accomplishment), and to experience stimulation (Stimulation) (Deci & Ryan, 1985). 

Intrinsic motivation to know (Knowledge) refers to engaging in an activity for the enjoyment that 
an individual experiences during exploring or learning something. Prior literature of online social 
communities has indicated the positive effect of factors such as curiosity and learning goals on 
online behaviors. For example, Koo and Ju (2010) stated that curiosity motivates online shoppers 
to seek information about a product or service and removes their uncertainty about online 
purchases. In addition, other studies explored the concept of flow in online behaviors and identified 
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that “joy of discovery and learning” is a motivator of online behaviors (Hoffman & Novak, 2009; 
Pace, 2004).  

Thus, the current study hypothesizes: 

H1a: Knowledge has a positive effect on customer engagement with social commerce.  

Intrinsic motivation to accomplish (accomplishment) refers to engaging in an activity to gain 
unique achievements and competency (Deci & Ryan, 1985). O’Brien and Toms (2008) conducted 
a study on online games and showed that players’ tendency to accomplish certain levels of an 
online game motivate them to engage with this online activity. Rienties, Tempelaar, Van den 
Bossche, Gijselaers, and Segers (2009) also found that the intrinsic motivation to accomplish tasks 
draws academic users to engage in computer-supported collaborative learning. 

Thus, the current study hypothesizes: 

H1b: Accomplishment has a positive effect on customer engagement with social commerce.  

Finally, intrinsic motivation to experience stimulation (stimulation) refers to engaging in an 
activity to experience pleasure, fun and excitement which are stimulating sensations. Lowry, 
Gaskin, Twyman, Hammer, and Roberts (2013) conducted a study on online games and showed 
that players’ motivation to experience joy and excitement drives them to play online games. In 
terms of online shopping, Perea y Monsuwé, Dellaert, and De Ruyter (2004) showed the positive 
effect of enjoyment on customer online shopping behavior.  

Thus, the current study hypothesizes: 

H1c: Stimulation has a positive effect on customers’ engagement with social commerce.  

Extrinsic motivation refers to engaging in an activity caused by factors outside an individual’s 
internal feelings and stimuli (Ryan & Deci, 2000). For example, the possibility of saving time 
through online shopping is an external factor that motivates individuals to engage with online 
stores. In order to consider extrinsic motivation holistically, it is critical to focus on its three major 
types that are assessed along a self-determination continuum: external regulation, introjected 
regulation and identified regulation (Deci & Ryan, 1985).  

External regulation refers to the regulation of behavior through external factors such as rewards or 
punishments (Deci & Ryan, 1985). In this case, an individual’s self-determination is at its lowest 
level and his or her behavior is fully determined by rewards and punishments. A significant body 
of literature investigated the influence of self-regulation on online learning (Chen & Jang, 2010; 
Roca & Gagné, 2008). As mentioned earlier, these studies mainly focused on perceived usefulness 
and perceived ease of use as two major external factors driving user behavior (Childers et al., 2001; 
Gefen et al., 2003). 

Thus, this study hypothesizes: 

H2a: External regulation has a positive effect on customer engagement with social commerce. 
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Introjected regulation, the second type of extrinsic motivation, refers to an individual’s behavior 
that is internalized by understanding the reasons behind his or her behavior (Deci & Ryan, 1985). 
Social presence is the extent to which users psychologically experience others’ presence (Fulk, 
Steinfield, Schmitz, & Power, 1987), which is critical to commercial activities. Previous studies 
showed that a high level of social presence and social influence on online platforms is the major 
motivator of online activities such as online purchasing (Gatautis & Medziausiene, 2014; Hajli et 
al., 2015). 

Thus, this study hypothesizes: 

H2b: Introjected regulation has a positive effect on customer engagement with social commerce. 

Identified regulation, the third type of extrinsic motivation, refers to a behavior that is highly 
valued by an individual because it is selected by that person based on the reasons that are important 
to him or her (Deci & Ryan, 1985). Here, the customer is driven to do a specific task by his own 
will. There are a lot of studies which highlight the importance of customers’ prior experience and 
brand loyalty in online platforms. For example, Ling, Chai, and Piew (2010) showed that prior 
online purchase experience and brand orientation have positive effect on customers’ online 
purchase intentions. Naseri and Elliott (2011) also showed the positive influence of prior 
experience on customers’ online shopping. Park and Kim (2003) indicated the positive relationship 
between brand commitment and online purchase behavior. 

Thus, this study hypothesizes: 

H2c: Identified regulation has a positive effect on customer engagement with social commerce. 

Methods 

Measures and Scale Development 

The scales for measuring intrinsic and extrinsic motivation and customer engagement were mainly 
developed based on previous literature. Given the nascent nature of social commerce, to assist in 
developing the questionnaire instrument, focus group interviews were conducted with participants 
who had experience with social commerce in the prior six months. The final scale for measuring 
the constructs in the proposed model was developed based on the relevant literature and the results 
of the focus group interviews.  

Data Collection 

Data collection was undertaken in September 2017 and lasted for two weeks to complete the 
process. Consumers who made purchases of services or products through social media in the last 
six months were invited to participate in the study. A structured questionnaire was employed to 
collect responses from the participants and a panel of experts were invited to assess the word 
appropriateness of the questions. Amazon Mechanical Turk—an online marketing agency—
distributed the survey within its system to the sample. Participants who answered the 
questionnaires received $1 for compensation. At the beginning of the questionnaire, the definition 
of social commerce was explained with examples of related business practices and participants 
were asked to bear their most recent social commerce experience in mind while answering the 
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questions. In the final section of the questionnaire, demographic information about the respondents 
was collected. Qualtrics served as the platform for designing the online questionnaire. A pilot test 
was conducted to ensure the reliability and validity of the instrument. After data screening, 298 
valid responses were collected. 

Findings 

Evaluating the Measurement Model 

The model constructs were assessed by Confirmatory Factor Analysis (CFA) to ensure the 
reliability as well as the convergent and discriminant validity using SPSS Amos 22 version. 
Cronbach’s Alpha was adopted to assess the reliability of the constructs and all the scores were 
above 0.80, which is higher than the 0.7 threshold indicating the reliable constructs (Chen and Hitt, 
2002). As Table 2 shows, the average variance extracted (AVE) values ranged from 0.65 to 0.80, 
which indicate the convergent validity of the constructs. Discriminant validity was assessed by 
comparing the AVE scores with the squared correlation between pairs of constructs. The squared 
correlations were less than the AVE scores, indicating discriminant validity in the current data. In 
addition, Statistical package SPSS was used to test multicollinearity issues and all the variable 
inflation factors were less than 3, suggesting no multicollinearity issues in the dataset. The 
goodness-of-fit measures were used to assess the overall model fit. Based on the model fit indices, 
the proposed measurement model demonstrated an appropriate fit: χ2-to-df index = 1.50, CFI = 
0.97, GFI = 0.97, AGFI = 0.92, RMSEA = 0.04, and PCLOSE = 0.77. All of the fit indices for the 
measurement model indicated an acceptable fit.  

Testing the Structural Model 

Structural equation modeling (SEM) was used to test the hypothesized model with the entire 
sample of 298 participants. The overall fit indices for the proposed model were acceptable, with a 
χ2-to-df = 2.12, CFI = 0.98, GFI = 0.94, AGFI = 0.91, RMSEA = 0.04, and PCLOSE = 1.00. As 
Figure 1 shows, the results indicated that the direct relationship between Knowledge and 
Engagement with social commerce (ß =0.36) was positive at p < 0.01, thus supporting H1a. 
Accomplishment and Stimulation were also found to have statistically significant relationships 
with Engagement with social commerce (ß =0.56, p<0.001; ß =0.32, p<0.01), supporting H1b and 
H1c. As for extrinsic motivation factors, the path coefficient indicated a significant relationship 
between External regulation and Engagement with social commerce (ß =0.45, p < 0.01), which 
supported H2a. The study also found significant relationships between Introjected regulation and 
Engagement with social commerce (ß =0 34. p < 0.05), which therefore supported H2b. The other 
external motivation factor, Identified regulation, had no statistically significant relation with 
Engagement with social commerce (ß =0.10, p > 0.05), thus failing to support H2c.  

Conclusions 

As social networking and electronic commerce permeate the marketplace, social commerce is 
believed to be instrumental in helping people engage in online social commercial activities by 
sharing their knowledge and experiences of products or services (Liang et al., 2011). Given that 
users’ shared experiences, recommendations, and information typically serve as the basis for social 
commerce, their engagement is critical for social commerce success (Liang et al., 2011). 
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Consequently, it has become increasingly important to attain a better understanding of user 
engagement in social commerce.  

Implications 

Based on the Motivation Theory (Deci & Ryan, 1985), this study devised an overarching 
theoretical framework that comprehensively addresses the unique role of intrinsic and extrinsic 
motivation, including external regulation, introjected regulation, identified regulation, knowledge, 
accomplishment, and stimulation, in determining social commerce engagement, thus adding to the 
literature on social commerce. In general, results show that both intrinsic and extrinsic motivation 
positively and significantly impact customer engagement with social commerce, offering strong 
empirical evidence in support of the motivation theoretical framework’s explanatory power of 
customer engagement with social commerce. This study has presented an initial attempt to explore 
the determinants of user engagement with social commerce—the constructed model exhibited high 
model fits (CFI = 0.98, GFI = 0.94, AGFI = 0.91)—leading to opportunities for better 
understanding of the underlying mechanisms of the emerging social phenomenon of customer 
engagement with social commerce. 

Future Research 

In addition, this study highlights the role of motivation in enhancing customer engagement. Several 
interesting points emerged from findings of empirical examinations. First, this study demonstrates 
that knowledge, accomplishment, and stimulation exert positive and significant impact on 
customer engagement with social commerce. In particular, accomplishment appeared to have the 
strongest impact on engagement with social commerce. This finding is enlightening in that 
customers may engage more in social commerce when they face reasonably more challenges to 
making a final decision, as their sense of achievement would increase. Overall, these findings 
strongly support the idea that intrinsic motivation is important in improving customer engagement 
with social commerce.  
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Necessary and Sufficient Conditions for Liquidity Management 

José Antonio de França1 and Wilfredo Sosa Sandoval2 

1University of Brasilia 
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Abstract 

Traditionally, liquidity is measured by financial indicators, centered in the current ratio (CR) as an 
indicator of nominal payment capacity. However, this indicator generates a gap in the liquidity 
assessment because it does not measure financial efficiency nor liquidity sustainability. This 
research paper proposes an indicator that combines nominal capacity with effective payment 
capacity that indicates the liquidity sustainability and financial efficient status, addressing a gap in 
the literature concerning liquidity management. In order to test this proposition, this study used 
data from financial statements of 37 manufacturing firms from 2000 to 2015, via parametric and 
nonparametric methods. In the analysis showed here, financial efficiency ratio (FER) and the 
liquidity sustainability ratio (LSR) were used to assess financial efficiency and sustainable 
liquidity. Robust empirical evidences were found showing that the main status of the firms’ 
liquidity is weakly sustainable. The results suggest that the combination of financial efficiency and 
nominal liquidity is a robust technique to indicate the firm’s liquidity status.  

Keywords: liquidity sustainability coefficient, necessary and sufficient conditions, financial 
efficiency ratio. 
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Asset Misappropriation in Hospitality Industry as a Result of Weak Internal 
Control: A Content Analysis of 53 Cases 

Ersem Karadag1, Sezayi Dumanoglu2, and Gulsah Sahin3 
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3Institute of Social Sciences 
Dogus University, Turkey 

Abstract 

Asset misappropriation, a type of fraud is a major problem for organizations throughout the world. 
According to the ACFE Report of 2018, a typical organization loses 5% of its annual revenue to 
fraud. If this 5% loss estimate were applied to the 2017 estimated Gross World Product of $79.6 
trillion, it would result in a projected total global fraud loss of nearly $4 trillion. This is only an 
estimated and, given the limitations, it is unlikely we will ever be able to calculate the true cost of 
fraud on a global scale (AFCE Report 2018). Asset misappropriation is one of the largest portion 
of fraudulent cases in almost every industry. Firms loses their financial and non-financial resources 
as a result of fraudulent activities involved by their employees. Fraud schemes reduces a firm’s 
income and so that the company’s net income is reduced by the total fraud loss. When an 
organization encounters such a loss due to fraud, a much more additional income is needed to 
restore net income to what it would have been without fraud. As a result, to recover the cost of the 
fraud, the organization would have to generate additional revenues of approximately ten times the 
cost of the fraud to restore the effect that the fraud had on net income. Studies conducted in many 
industries state that the major cause of fraud is weak internal control. Firms with a weak internal 
control are more susceptible to fraudulent asset misappropriation schemes (KPMG, 2004). Internal 
control weaknesses include lock of segregation of duties, physical safeguard, independent checks, 
proper authorization, proper documents and records, overriding existing controls, and inadequate 
accounting system (Albrecht, 2008).  Association of Certified Fraud Examiners (ACFE) conducts 
fraud research worldwide since 1996, and publishes the “Report to the Nation on Occupational 
Fraud and Abuse”. This report provides us many aspects of fraud in global bases, however industry 
based research in Hospitality area is somewhat limited. This paper put 53 hospitality industry fraud 
cases under the spotlight and analyze them in terms of the amount lost, characteristics of fraudster, 
and characteristics of the hospitality organizations faced with asset misappropriation.   

Keywords: asset misappropriation, internal control, fraud, hospitality 

References 

ACFE (2018). Report to the Nations. (2018). Global Study on Occupational Fraud and Abuse. Accessed on April 
17, from: http://www.acfe.com/report-to-the-nations/2018/ 

Albrecht, C. & Kranacher, M-J., & Albrecht, S. (2018). Asset Misappropriation Research White Paper for the 
Institute for Fraud Prevention. 

KPMG (2004). Fraud Survey 2003, available at: www.us.kpmg.com KPMG Forensic (2003) 
  



 

 165 

 
 
 
 
 
 
 

Consumer Behavior 
  



 

 166 

A Cross-Cultural Study on Tourism: Strategies and Implications of Findings 

Sushant Kumar, Vishalwat Giridhar, Pradip H Sadarangani, and Bidyut J Gogoi 
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Abstract 

With the growth in new tourism destinations and dynamic nature of culture, the existing studies 
on culture and tourism are becoming less and less important in globalized world. This calls for a 
cross-cultural scholarly work which spans over many countries and employs a dynamic measure 
for growth in tourism industry. This paper aims to identify the favorable disposition of cultural 
factors towards tourism. The dimensions of culture are taken from Hofstede’s model on culture 
and its relationship with tourism is arrived by using Travel and Tourism Competitiveness. The 
paper establishes the relationship by analyzing data from 73 countries. Individualism and long-
term orientation are found to be favorable dimensions for development of tourism. Power distance 
and indulgence are also found to have a negative and positive relationship with tourism 
competitiveness. The paper outlines the broader strategies for the different group of countries 
which are classified under different clusters. The paper also highlights the policy implications of 
the study as designing culturally congruent policies leads to improvement in the competitiveness 
of tourism.  

Keywords: travel, tourism, culture, cross-cultural study, travel and tourism competitiveness 
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What Does the Customer of Café-Corner Expect From a Service Delivery? 
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Abstract 

"We are what we repeatedly do. Excellence therefore, is not an act but a habit"  

Aristotle 

As consumer desirables and expectations change, as well as the global hospitality industry 
changing, the question remains: what does the consumer of the service industry expect from the 
service delivery? As service delivery expectations increase, the hospitality industry is also 
experiencing many additional internal and external pressures to provide the right feeling in 
"creating moments" for their guests. This research aims to identify the needs of current and future 
customers' of this industry by discussing the dyadic relationship between service delivery and the 
change of customers' need from the industry. Previous to this, research has focused on the needs 
of current and future customers (Generation Y and Z) in two cities in Europe which they have 
more than one university.  

Keywords: service delivery, current and future customers, customer's expectations, independent 
café, Sheffield, Sopot 

Service Delivery and the Hospitality Industry 

Groonroos (2000, p. 331) mentions that the essence of a service delivery is very much associated 
with the employees: “everything a service organisation does for its customers is first perceived by 
its employees”. Additionally, it is fundamental that organisations understand what the service 
delivery entails and how this should be managed. The service delivery can occur at two different 
levels - there are those who adopt an expertise-based strategy, by controlling the delivery process 
and expecting clients to adapt to their needs and style. If employees do not understand the wants 
of the customers and how the service offering can fulfil these wants, they will not be effective in 
their interaction with the customers. The industry is catering for and delivering a service to a 
variety of societal groupings; to include those who are well-travelled, well-educated and confident 
as consumers of a service delivery  

Customer Expectations and Needs  

It is important for the service sector to have knowledge about customer expectations, according to 
Hayes there are two reasons: “understanding of how the customer defines quality of service and 
also facilitates the development of customer satisfaction questionnaires” (Hayes, 1997:7). 
Schiffman and Kanuk in their research have been highlighted the fact that expectations are shaped 
by four major factors: Personal needs, Word-of-mouth, past experience and External 
communication (Schiffman and Kanuk, 1991).    



 

 168 

About Sheffield and Sopot 

Sheffield, a city and metropolitan borough in South Yorkshire, England and historically part of the 
West Riding of Sheffield has been called after the River Sheaf which runs through the city 
(http://www.madeinsheffield.org/about-sheffield). Sheffield is a home to more than 60,000 
students. There are two big universities and few colleges are in the city (Sheffield Hallam and 
University of Sheffield, 2018). The city is attracting lots of international and domestic students 
because of these two universities.  

Sopot is the resort city of around 40 thousands inhabitants. The city is placed in the Northern coast 
of Poland in the Pomeranian Region. Sopot is known as a health-spa and tourist resort destination 
in Poland visited by around two million tourist and holidaymakers each year. It is also the academic 
city.  

There are two faculties of the University of Gdańsk located: the Faculty of Economics and the 
Faculty of Management with around 7.000 students all together. At present, these two Faculties 
are the largest faculties of the University of Gdańsk, enjoying vast popularity among secondary 
school graduates (http://www.sopot.net/english.htm). 

These two cities are attracting lots of young generations because of educational opportunities 
which they are offering. Therefore demand for independent cafés is high and lots of small 
businesses are trying to attract this group of customers to their business. An important question 
that needs to be asked is: Are they ready for this segment and are they facilitating the needs to 
provide right feeling and "create moments" and right environment for this group as a current and 
future customers of hospitality and service industry?  

Methodology  

The primary purpose of this research is to identify the needs of future customers of these two cities, 
in relation to the service delivery. To achieve the aim of this research, survey questionnaires have 
been designed to understand the relationship of proposed conceptual framework (figure1) and 
needs of customers from independents café in these two cities. 

The café has been defined to participant as "café-corner which is supposed to be a cafeteria 
welcoming and serving students. The place desired for individuals (solo) and groups of students. 
The café-corner offers non-alcoholic drinks and it does not offer hot meals menu. The environment 
is working-friendly (Wi-Fi, possibility of printing, plugs to charge laptops, etc.) and long opening 
hours (9.00-20.00).  

Data collection is taking place over 7 month timeframe (the result from pilot study n=100 will be 
presented) from 500 university student's Sheffield and Sopot as a current and future customer of 
industry (with regard to the nature of these two cities which they are accommodating more than 1 
million students).  

Discussion 

According to Lashley (2000 p.3) "hospitality requires the guest to feel that the host is being 
hospitable through feelings of generosity, a desire to please and a genuine regard for the guest as 
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an individual".  The authors believe that hospitality and service delivery trends continue to change 
rapidly from traditional to modern way of hospitality due to the preference of modern day 
customers. The following conceptual framework has been proposed based on literature and pilot 
study.  

The authors aim is to emphasis main needs of these groups of customers from industry and provide 
suggestion to hospitality and service industry of these two cities. The result of research could be 
generalised for other cities in Europe with same characteristics. The suggestion would be 
beneficial for managers of small business in Europe to understand the needs of their current and 
future target based on the market trends.  

 
Figure 1. Conceptual framework 
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Privacy Protection Proclivity and Trust: No Longer Concerns of Today’s 
International M-Commerce Users? 
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Abstract 

As the diffusion of m-commerce reaches the late majority, do the barriers of acceptance during m-
commerce’s infancy still apply today?  And do the same barriers exist across the global 
marketplace?  Though phenomenal growth continues in the use of mobile devices, investigations 
of traditional barriers of use of m-commerce are limited.  As corporations expand their m-
commerce distribution and communication strategies both domestically and internationally, a 
deeper understanding of today’s consumer use and nonuse must be established.  Corporations seem 
to be making m-commerce strategy decisions utilizing assumptions based upon outdated user 
research.  An investigation of the possible reprioritization of barriers to use of m-commerce by US 
and Chinese consumers and the role culture plays in the use of m-commerce is proposed.  Some 
of the barriers to use proposed are privacy protection and trust, and the proposed cultural 
populations of interest are the US and China. 

Keywords: China, US, e-commerce, smartphones, cell phone 

Introduction 

The number of mobile phone internet users in the world at the end of 2017 was projected to surpass 
2.73 billion.  Of these 87.4% (or 2.39 billion) will access the internet utilizing a smartphone 
(eMarketer, 2017). The smartphone has now become the fastest and most widely spread 
technology in human history (DeGusta, 2012). The worldwide use of wireless telecommunications, 
more specifically the use of smartphones, has grown rapidly as people become increasingly 
dependent on email and remote access to corporate intranets and other Internet based services.  
Smartphones, once considered a luxury, are now taking the place of conventional telephones (land 
lines) in residential use and the family pc. Wireless networks have freed users from geographic 
restraints which have had them bound to desktop computers, enabled them to live, work and shop 
in more flexible and convenient ways utilizing multiple devices (Wagner, et al, 2013). 

The significant growth of smartphone services is giving rise to a revolution in the business world. 
This revolution is focused on conducting business anytime and anywhere; accomplished through 
the advent of Mobile Commerce. Many researchers have defined Mobile Commerce (m-
commerce) as simply a subset or extension of e-commerce, including all e-commerce transactions, 
carried out using a mobile (hand held) device (Sharma and Wildman, 2009; Ngai and Gunasekaran, 
2007). Others purport m-commerce should be conceptualized as more than a mere extension of e-
commerce due to discrepancies in interaction styles, usage patterns and value chains (Featherman 
et al 2010).   The latter, more broad definition will be applied in this research.  M-commerce is 
now providing enormous opportunities for business process innovation and location-sensitive 
services.  However, in the rush to incorporate m-commerce into corporate strategies, organizations 
must try to gain an understanding of the consumer and their behavior toward m-commerce.  For 
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example, identified and supported m-commerce use and nonuse variables from just a decade ago 
have not been investigated to ascertain relevance to today’s digital marketplace consumer.  Are 
the e-commerce use determinants of “risk management” (i.e., privacy protection) and “trust in the 
innovation” which have been generalized to all internet technologies like m-commerce and to all 
global markets still the major influencers they are assumed to be? 

Literature Review 

This investigation will include samples from multiple international markets and several constructs.  
However, the researchers will focus on the US and Chinese markets and the following three 
constructs:  M-commerce Privacy Proclivity, M-commerce Trust and M-commerce Intentions.  

Markets - Though the diffusion of the smartphone/mobile phone in the world market has occurred 
quite rapidly, the investigation of this technology has not kept pace.  The largest consumer markets, 
China with the greatest number of potential users and the US with the greatest potential of dollars 
spent, for m-commerce have not been considered in any thorough investigation.  When 
investigating potential barriers to use of m-commerce many studies (Chang, et al, 2015; Blaise, et 
al, 2018; Yang, et al, 2015) tend to concentrate on one country (i.e., Malaysia, US, Singapore) 
and/or one consumer segment (i.e., younger citizens).  Though reprioritization of barriers seemed 
to be identified by many studies, the generalization of the findings is extremely limited.  
Considering one of the worlds largest markets, India, when investigating barriers, Seam et al 
(2017) limited their focus to one aspect of m-commerce, the mobile wallet.  Only the use of mobile 
wallet services was investigated internationally and not the barriers to use of m-commerce in 
general.   

Constructs - M-commerce Privacy Proclivity - Consumer resistance to the use of innovation has 
consistently been referred to as barriers and markets can be and have been segmented based on 
these barriers (Laukkanen, et al, 2007).  Segmentation dimensions identified for m-commerce 
nonusers or laggards have traditionally been usage barriers, value barriers, risk barriers, 
psychological barriers and image barriers.  Due to uncertainty being inherent to innovations, risk 
barriers have consistently appeared at the top of reasons for m-commerce nonuse (Laukkanen, et 
al, 2007; Ram, et al, 2010).  A highly observable risk barrier of m-commerce is Privacy Proclivity. 
M-commerce Privacy Proclivity is a behavior observed through the users: propensity to read of 
privacy policies; agreement to the m-commerce organizations handling of personal information; 
searches for privacy seals of approval; and providing false personal information.  A sampling of 
scale items developed to observe such Privacy Proclivity behaviors are: Before I make an m-
commerce purchase, I read the site’s privacy policy. and If a site does not have a privacy seal of 
approval, I do not purchase any m-commerce products from that site. 

M-commerce Trust - Consumers are becoming increasingly hesitant to provide complete 
information for digital transactions. This hesitancy is not unfounded considering the cases of 
identity theft and phishing scams (Korzaan, 2008).  Consumer fears concerning Internet security 
and ordering over the Internet can influence online buying behavior (Cleff, Loris and Walter, 
2015).  With regard to M-commerce, the consumer presumes the digital shop will complete the 
transaction according to previously agreed terms without incident. 
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Trust implies the, “willingness of an individual to be vulnerable, reliance on parties other than 
oneself, or a person’s expectation” (Kim, Ferrin and Rao, 2008, p. 545).  Thus, trust in a digital 
shop is the, “basic requirement in order to engage into a purchase decision through this online 
shop, irrespective of whether engaging into E-commerce or M-commerce” (Cleff et al, 2015).   

Studies show nearly all consumers refuse to provide personal information to a digital shop at one 
time or another; a majority refuses because they lack trust. Most consumers are still not quite 
comfortable with the concept of Web-based business and the electronic medium itself. They are 
skeptical m-commerce can satisfy consumer needs unmet in the bricks-and-mortar business world, 
and they wonder whether m-commerce is technologically feasible and secure (Siau & Shen, 2003).  
College students are more willing to take risks and get involved with the new trends, even when 
they are not fully developed (Smith, 2014).  Those who are highly intellectual are receptive to new 
ideas and experiences (Tsikriktsis, 2004). Also, individuals considered to be intellectual were more 
open to online purchasing and less concerned with privacy issues (Korzaan, 2008).  However, 
some findings indicate that Web site certification can reassure potential customers, improve trust 
and increase the probability of purchase (Jiang, Jones and Javie, 2008). 

Also, consumers have trust issues associated with conducting highly personal transactions over a 
cell phone. The trust issues can be attributed to two main areas, security and reliability. There are 
many factors that influence people’s concern over security. One such factor stems from the 
“cloning” of cell phones. This is when a non-working cell phone is reprogrammed to transmit the 
ESN/MIN of a legitimate cell phone (ESN/MIN is the unique number assigned to a cell phone). 
This causes the legitimate cell phone user to be billed for the charges of both phones (FCC, 2003). 
Another factor is distrust many Americans have with e-commerce and the internet in general.  It 
is only natural for them to translate this distrust to m-commerce (Coursaris, 2001).  From this 
uncertainty, it is a small step for consumers to doubt the integrity of digital vendors (Siau & Shen, 
2003). 

Researchers Comer, Plank, Reid and Pullins (1999) developed an effective trust measure for the 
B2B marketplace which identifies three trust components:  Person, Product and Company.  Since 
all e-commerce (which includes m-commerce) digital transactions eliminate the person, digital 
shopper trust has been found to be based on product and company trust components.     

M-commerce Intentions - A simple replication of Gefen and Straub’s 2004 B2C study of e-
commerce users purchase intent instrument was utilized in this study.  This state-of-the-art, highly 
replicated instrument consists of just two items:  I am very likely to purchase products using mobile 
technology; and I would be comfortable using my credit card to purchase products using mobile 
technology. 

Demographics - Methods for building trust for m-commerce transactions can vary according to 
demographic differences (i.e., gender, age). Traditionally, women drive shopping trends.  
However, women are less likely to spend time online, and therefore shop less online (Urbanski, 
2015). Men and women perceive m-commerce in different ways, and possess different levels of 
trust. Men are more pragmatic when making digital purchases, while women are more emotive 
(Awad, 2008).  Providing a tangible experience and personal interaction with an employee is a 
major component of trust (Thakur, 2007), and women are less likely to trust the online environment 
(Awad, 2008).   



 

 173 

The age or stage in life of potential adopters appears to influence the manner in which the mobile 
device users balanced the expenses and conveniences associated with mobility. (Eze & Poong, 
2014) Millennials, consumers aged 18 to 34, spend more money online than any other age group.  
Boomers and seniors are become quite mobile-savvy with one in four mobile shoppers in the U.S. 
being over the age of 55.  Though they have relatively low incomes, Generation Z, 18 to 24 year 
olds, spend 9% of their annual income online (Smith, 2014). 

Methodology 

Hypotheses, data collection, sample, and empirical model will be discussed. 

Hypotheses 

Given the prior research examined in the literature review, the following hypotheses are proposed. 

• H1:  Privacy proclivity has a negative relationship with m-commerce intention. 
• H2:  Privacy proclivity has a negative relationship with m-commerce Trust. 
• H3:  M-Commerce Trust has a positive relationship with m-commerce intention. 
• H4:  The negative relationship between privacy proclivity and m-commerce intention is 

stronger in China than in the U.S. 
• H5:  The negative relationship between privacy proclivity and m-commerce trust is stronger 

in China than in the U.S. 
• H6:  The negative relationship between privacy proclivity and m-commerce trust is stronger 

in men than in women 
• H7:  The negative relationship between privacy proclivity and m-commerce trust is stronger 

in Gen X than other age groups. 

Data Collection 

Data for the study will be gathered by means of a self-administered, multi-page electronic 
questionnaire.  An English version will be utilized to collect data from a student population on a 
southeastern United States university and from an adult population in a southeastern state in the 
United States.  And, a Chinese version will be utilized to collect data from the student population 
on three Universities in China and from the adult population in proximity to these same three 
Universities.  The planned data collection period is May 2018 through September 2018.  The study 
has already received the Institutional Review Board (IRB) approval from each of the universities 
involved.  Subjects will have access to a copy the University’s IRB approval of the study via a 
hyperlink in the Introduction section of the questionnaire.  

Sample 

The researchers have established a sample size goal of 500 US respondents and 500 Chinese 
respondents.  While these samples do constitute convenience samples, it has been noted (Ferber 
1977; Cardy 1991) that such samples are appropriate under the following conditions.  First, the 
items being investigated must be pertinent to the respondents who are questions, and second, the 
study must be exploratory in nature.  This study will examine issues quite applicable to college 
students (mobile commerce, trust, and privacy protection), and it is one of the first to examine how 
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the impact upon mobile commerce intentions by trust and privacy protection have changed over 
time and across cultures. 
Empirical Model 

Questionnaire - The questionnaire consists of questions designed to measure m-commerce 
behavior, whether the respondents take steps to protect their own privacy online (Privacy 
Protection Proclivity), Trust in M-Commerce, and m-commerce intentions.  Each of the scales 
have been developed, tested and validated in previously-conducted studies.  The demographic 
information being collected includes items such as gender, year of birth, marital status, residency, 
etc. 

Scale Items - The constructs being examined in this study include Privacy Protection Proclivity, 
M-commerce Trust, and M-commerce Intentions.  Each of the scales were previously developed, 
tested, and validated.  Only minor modifications have been made for the purposes of the study at 
hand.  Each construct will be measured utilizing a 5-point Likert-type scale.  A 1 indicates the 
respondent’s strong disagreement with a particular statement, while a 5 indicates strong agreement.   

Before testing of the study hypotheses, reliability and principal components factor analyses will 
be conducted to determine whether the scales used are appropriate.  Assessment of the scales, 
following Churchill’s (1979) eight-step process, will involve reliability assessment through the use 
of coefficient alpha (Cronbach 1951).  Principal components factor analysis will be used with 
varimax rotation to determine the minimum number of factors accounting for variance within each 
measure.  The loading of a scale item on any factor will be indicated by a minimum value of 0.40; 
and as suggested by Hair, Anderson, Tatham, and Black (1992), a minimum Eigenvalue of one 
will be used as a criterion for creating dimensions.  Following purification of the scales, final 
Cronbach’s (1951) alphas will be calculated.  Ideally, the coefficient alpha for a purified scale 
should exceed 0.70 (Nunnally 1978).  Once the purification of the scales is completed, each 
variable will be summated and standardized to allow efficient testing of the study’s hypotheses. 

Findings 

The results of this proposed research will fill two significant gaps:  1.) Managers are making m-
commerce decisions based on two-decade-old information.  Are the barriers to use of m-commerce 
the same today as they were twenty years ago?; and 2.) Is the result of m-commerce research in 
the United States generalizable to other countries?  Is culture a moderating variable in the barriers 
to use and m-commerce use intentions relationships?  
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Abstract 

This study employs Aaker and Keller’s (1990) brand extension model as a theoretical framework 
to examine consumer response to celebrity brand extensions. Celebrities are enhancing their brand 
value by leveraging the infamy of their names through brand extensions. Celebrity-brand 
extensions, conceptualized as products developed and marketed by celebrities; represent one of 
the most explosive branding trends in the marketplace. From 2005 to 2017, more than four 
thousand celebrity brand extensions, ranging from clothing to financial products were introduced 
into retailers such as Macy’s, H&M, Sears and JC Penney’s, and Kohl’s. Macy’s 2007 Star 
campaign featured over 25 celebrities and entertainers whose branded merchandise retailed at their 
stores nationwide. In 2015, over 15% of all Macy’s revenue was comprised of human-brand 
extensions (Annual Report 2009). Thus, the proliferation of celebrity brand extensions is expected 
to continue as consumers seek to connect with celebrities through their extensions. 

Critical to the success of human-brand extensions is the degree to which meaning transference 
occurs from the celebrity to their extension. When a celebrity’s brand extension is consistent with 
their domain of expertise, meaning transference processes causes consumers to evaluate the 
extensions more favorably. This prediction is similar to findings by Park, Milberg and Lawson 
(1991) who found that consumers tend to evaluate brand extensions more favorably when the 
parent brand and the extension share the same category. Broniarcykz and Alba (1994) found that 
consumer perceptions of brand extensions were influenced by brand-specific associations, which 
dominated brand affect and category similarity, when consumer knowledge of the brand was 
considered high. Together, the findings by Park, Millberg, and Lawson (1991) and Broniarcykz 
and Alba (1994) suggests human brand extensions are evaluated to the degree to which the 
extension is similar to the celebrity’s domain of infamy and how relevant and desirable celebrity-
specific associations are to the extension category. This argument frames the central premise of 
the research. Transference between consumer’s perceptions of the celebrity and their brand 
extensions has yet to be explored. Thus, the aim of this research is to model a response of consumer 
response to celebrity brand extensions. Study 1 is a qualitative study of consumers’ responses and 
Study 2 is an experimental study that examines positioning strategies of human brand extensions.  

Celebrities can have a wide array of associations that can potentially be transferred to their 
extensions. Similar to traditional brands that have unique associations within their product class; 
celebrities have specific associations that differentiate them from other celebrities in their field. 
These associations are oftentimes derived from their domain of expertise. For example, Michael 
Jordan is known as the greatest basketball player of all time. Hank Aaron was known as the 
“Hammer” of baseball and Michael Jackson was known as the “King of Pop”. Such specific 
associations can prove valuable for celebrities who develop brand extensions. Chakravarti, 
MacInnis and Nakamoto (1990) defined brand-specific associations as an attribute or benefit that 
differentiates a brand from competing brands.  Whereas Aaker (1991) suggested that brand image 
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is equivalent to brand associations, those items in one’s memory linked to a brand. Keller (1993) 
conceptualized brand associations as having both function and psychological benefits. The various 
conceptualizations of brand associations are well cited. However, because celebrities pride 
themselves on differentiation and image, the research employs components of both MacInnis and 
Nakamoto’s (1991) and Aaker’s (1991) definitions of brand associations. Therefore, a celebrity-
specific association is defined as an association that differentiates one celebrity from another 
celebrity. Such associations collectively frame a celebrities’ brand image, which is consistent with 
Aaker’s (1993) image-based view of brand associations. 

Study 1 

Procedure. Two pretests were conducted to identify the celebrities and their brand extensions 
based on frequency of ocurrence. Subjects were invited to identify celebrities that were relevant to 
their peer groups, along with appropriate extensions fitting for the celebrity. Fifty-four respondents 
participated across both pretests. Following this, study one involved 148 participants taking 30 
seconds to write down the associations or thoughts that came to mind when they thought of the 
celebrity and their brand extensions. Next, the extensions were rated on three fit measures, along 
with other celebrity-based variables. 

Findings. Celebrities were associated with attributes relevant to their domain of expertise, as their 
personal life and physical attributes. Contrary to traditional brands which may not readily be 
associated with their parent company; celebrity brands were most commonly associated with 
significant others (e.g. spouse). Brand extensions receiving high evaluations revealed that most 
participants agreed to the celebrity launching a brand extension based on their professional 
domain. Brand extensions receiving low evaluations were largely due to the brand extension being 
beyond the celebrity’s domain of expertise, as well as the unlikeable nature of the celebrity, a form 
of negative brand affect transference. Regression analysis revealed favorable attitude towards the 
celebrity is related to evaluations of the brand extensions when fit is established between the 
celebrity and their extension based on similarity. The standardized regression coefficients for 
SIMILARITY, COMPLEMENT, and SKILLSET were 0.22, 0.05, and 0.47, all significant at the 
p <.01 level. The results suggest that SIMILARITY and SKILLSET are the most important 
variables in consumer’s evaluation of human-brand extensions. 

Study 2 

Procedure. Extending the findings of study 1, study 2 examined consumer response to celebrity 
brand extensions by varying positioning strategies and introducing extension cues. Ninety-six 
respondents participated in this study. The design was a repeated measures, 2 x 2 factorial design 
with two between-subject factors, quality cues about the manufacturer (present or absent) and 
brand extension attribute elaboration (present or absent).  The cues signified that the extension was 
developed and/or manufactured by a reputable company who is a lead provider in the extension’s 
product category. The attribute elaborations were brief descriptions of an attribute that subjects 
had repeatedly expressed concern for in study 1. The procedure was similar to that in study 1, with 
a few minor differences. Only, the low-rated brand extensions were used as stimuli, and two filler 
extensions were added. 
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Findings. The main effect for attribute elaboration was significant, F (1, 343) = 3.92, p < .049. 
Attitudes towards the brand extension were enhanced when the attribute was elaborated upon. 
Regression analyses showed the use of a cue appears to minimize the importance of the brand 
extension complementing the celebrity. That is, when the manufacturer’s cue is present, the belief 
of whether or not the extension complements the celebrity is minimized. The use of attribute 
elaboration as a positioning strategy lessens the importance of a celebrity possessing the skills to 
develop the extension.  

Conclusion. The research presented here provides evidence for the importance of celebrity-specific 
associations, which extends consumer response to celebrity brands beyond the attachment 
perspective (Thomson, 2007; Fournier 1998). Celebrity-specific associations were shown to 
influence consumer evaluations and associations of brand extension fit. Lack of perceived 
similarity with the celebrity’s area of expertise was a primary challenge for brand extensions rated 
poorly by participants. Celebrities looking to capitalize on their brand equity by should developing 
brand extensions that are similar to their domain of expertise. Thus, opportunities to capitalize on 
a celebrity’s brand image are limited to similar extension categories.  

Keywords: brand-extensions, celebrities, affect 
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Abstract 

Identifying the Asian business travelers’ specific expectations of hotel service, provides a 
clear picture of Asian travelers’ preferred service patterns. Understanding guests’ expected level 
of quality and the way they assess the received service will support the guest’s re-patronage 
intention (Yap & Kew, 2007). The assessments of importance for the following characteristics 
were higher for Asian business travelers: multi-lingual staff, availability of adequate transportation 
to the hotel, availability of gym/workout facilities, hotel is part of a reputable chain, presence of 
business-related meeting rooms, presence of a business center, in-room mini-bar, and food and 
beverage are a value for the money. Since the lodging market for Asian business travelers is 
growing fast, it is essential for hoteliers to recognize the unique characteristics of this large market 
segment. The outcomes of this study can benefit hoteliers in identifying and addressing Asian 
business travelers’ desired hotel service. 

Keywords: hotel service, expectancy, Asian business traveler 

Introduction 

Previous studies have investigated culture-based preferences in the assessment of service quality 
in both the hotel and restaurant industries. The aim of the present study was to determine whether 
Asian business travelers have a particular expectation of hotel service. The results of this study 
can benefit hotel managers in recognizing and addressing Asian business travelers’ expectations. 

Literature Review 

Despite a number of studies that have examined the racial and social aspects of the hotel industry, 
there is a dearth of studies addressing the influences of ethnicity and race on business travelers’ 
expectations of hotel service. Business travelers are powerful customers in the hotel industry 
(Furrer, Liu & Sudharshan, 2000), who travel frequently (Knutson, 1988), and are prepared to pay 
more for the expected service (Barsky & Nash, 2003). Understanding by the hotel industry of 
customers’ desired level of quality and the way they evaluate the received product or service will 
strengthen the customer’s re-patronage intention as Yap & Kew (2007), believe. Mattila (2000) 
claims that social interaction is a fundamental characteristic of the service industry which is 
introduced through a cultural context, meaning that knowledge of cultural factors can confer a 
competitive advantage in the service industry (Riddle 1992). According to previous studies, Asian 
travelers pay more attention to quality of service but care less about room quality (Li, Law, Vu & 
Rong 2013); therefore Asian travelers have not been found to exhibit preferences for location, 
sleep, room, cleanliness, and value for the money. The current study is a comprehensive 
investigation on the hotel facilities and services that are valued by Asian business travelers.  
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Methodology 

A self-administered online survey was used to evaluate whether ethnicity affects business 
travelers’ expectations of hotel service. The survey questions were extracted from studies such as 
Sparks & Browning (2010), Chu & Choi (2000), and Lee & Sparks (2007). Business travelers who 
had hotel stay experiences in United States hotels in the six months prior to distribution of the 
online survey were the targeted contributors. Three hundred qualified respondents were selected 
using Qualtrics for this study. Some of the hotel characteristics evaluated in the survey were: 
reservation and check-in/check-out services, safety and security of the hotel, service- and service 
provider-related characteristics, comfortable bedding, value for the money, hotel facilities, hotel 
location, gym/workout facilities, and more. For each question, respondents rated the importance 
of the characteristic on a 7 point Likert scale, with 1 representing Strongly Disagree and 7 
representing Strongly Agree.  

SPSS version 24 was used to perform a two sample t-test comparing the responses to each question 
between Asians and other ethnicities.  Ethnicity (Asian vs. not Asian) was the independent variable 
and rating of the hotel characteristic’s importance was the dependent variable.  If the assumption 
of equal variances was not met for a t-test, the Welch’s approximation was used to determine 
statistical significance for that t-test.   

Findings 

There were 38 respondents who were Asian and 262 who were not Asian. The ratings of 
importance were higher for Asian business travelers compared to non-Asian business travelers for 
the following characteristics: multi-lingual staff, availability of adequate transportation to the 
hotel, availability of gym/workout facilities, hotel is part of a reputable chain, presence of business-
related meeting rooms, presence of a business center, in-room mini-bar, and food and beverage are 
a value for the money.  

The findings of the current study indicate the importance of in-property amenities for Asian 
travelers. For instance, an in-room mini bar, with a mean rating of importance of 5.66 out of 7, 
was an important factor for Asian compared to other business travelers (mean 4.39). In addition, 
multi-lingual staff (mean of 5.32) was important for Asian business travelers. Workout facilities, 
business-related meeting rooms and in-property meeting rooms were also valued by Asian 
business travelers.  

Conclusions 

Understanding the desires of different ethnic groups and cultures can help service providers 
address the needs of different business travelers. The lodging market for Asian business travelers 
is growing quickly and it is essential for service providers to understand the unique characteristics 
of this large market segment. Hoteliers and management teams can utilize the findings of the 
current study to target guests’ preferences, which is an important component of assuring that guests 
are valued.  
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Abstract 

Since the passing of the superfund legislation, the Comprehensive Environmental Response, 
Compensation, and Liability Act of 1980 (CERCLA), superfund waste sites have become an 
important topic for governments, environmentalists, local residents, and economists.  The 
superfund program was created because the government thought that the benefits of cleaning up 
these sites would outweigh the costs.  Some would argue that before the legislation was passed, 
companies could create these hazardous sites because of a market failure, namely non-perfect 
information.  But now that we do have perfect, or better information how the harm caused by these 
sites, what is the best course of action?  The costs associated with cleaning up these sites are huge, 
and the damage that they impose may already be captured in the local economy through housing 
prices and job wages.   

This paper is going to focus on the interaction between superfund sites and their effect on local 
resident’s wages.  Theory suggests that people residing close to dangerous or hazardous sites will 
need to be compensated in some form to live there, as opposed to a very similar location without 
these undesired sites.  This theory relies on two assumptions. The first assumption is that workers 
are perfectly mobile, and in general workers do have the choice to move and switch jobs, even if 
they do not always have the means.  The second assumption is that workers have perfect 
information about their job characteristics and the area that they live.  This assumption is more of 
a stretch because of the asymmetry in information that exists between workers and their firms. 

There are several intuitive explanations for how proximity to superfund sites may influence wages 
based on compensating wage differential theory.  While many housing price hedonic models have 
been looked at using superfund data, no studies have looked at their influence on wages, or used a 
dataset of the magnitude of the American Community Survey (ACS).  This key contribution of 
this paper is to look at the possibility of wages being affected by superfund sites, and to perform 
this analysis at a macro country wide (United States of America) scope.  While looking at one city 
will give a more accurate analysis of how a superfund site affects wages, looking at the macro 
picture will give a more general idea, and takes advantage of the large data set provided by the 
ACS. 

Many studies have been done looking at the costs and benefits of superfund sites existence as well 
as their possible clean up.  Most studies have focused analyzing the benefits accrued from the 
cleanup of sites (mostly relating to health, and possibly housing values) and compares them to the 
costs of administering the clean ups (Hamilton & Viscusi, 1999).  Other studies look at the effect 
that superfund sites have on housing prices through a hedonic house pricing model values (Gayer, 
Hamilton, & Viscusi, 2000; Greenstone & Gallagher, 2008; Noonan, Krupka, & Baden, 2007; 
Noonan, Turaga, & Baden, 2009; Walker, 1992; Zuindeau & Letombe, 2008).  Some of these 
studies agree with the idea that location to the site matters while others do not.  Most involve case 
studies for specific cities.    



 

 185 

The study by Noonan et al. (2007) finds that the cleanup of a superfund site has no direct effect on 
the prices of housing in the general area. However, there are positive effects in indirect prices such 
as residential sorting and neighborhood investment.  They also find that the results are sensitive to 
policy endogeneity and model specification.  This is caused because governments are more likely 
to cleanup “richer” areas because of political pressure and these areas may already have high 
property values. 

The paper by Greenstone and Gallagher (2008) find that the cleanup associated with superfund 
sites has no statistical significance in changing housing prices.  They state this conclusion using a 
myriad of tests and model structures and find that the predicted price increase is substantially lower 
than the average cost of cleanup estimated at 42 million dollars.  There result may be the case of 
only looking at sites that were cleanup up.  A potential future paper could look at the housing price 
differences before the discovery or labeling of a superfund site and after. 

Gayer et al. (2000) finds that residents are willing to pay a premium to live in areas that do not 
have superfund sites nearby.  They use a Bayesian learning model merged into a hedonic 
framework to estimate the willingness to pay by residents to live in not affected areas.  They also 
find that residents’ willingness to pay to avoid risks caused by living near these sites decreases 
after the release of information pertaining to risk values associated with the sites.  This implies 
that perfect information about the risks associated with these sites was not present before the 
legislation was passed, and also points to the possibility that complete information is still not 
present. 

There has been analysis on environmental amenities and their effect on wages and housing prices.  
The paper by Hand el al. (2008) shows that residents who reside close to forests receive a lower 
annual wage than those who live further away.  They find that the combination of housing and 
wage differentials can be used to price the forests at about 30 dollars per square mile annually.  
Their approach is unique in that they estimate wage and housing hedonics separately and aggregate 
their values to estimate a value for the forest.  There results show that environmental amenities or 
dis-amenities can change local residents’ wages. 

This paper is novel because it is looking at the effect that superfund sites have on wages for people 
living near them.  It will also encompass all large cities in the United States, and will have a 
substantially larger dataset than most other studies.  The model will use data from the American 
Community Survey consisting of over 3,000,000 observations.  Because of the geographical 
anonymity required for this type of survey, roughly 10 percent of these observations were in 
identifiable cities.  This information of location can be tied to superfund site information, where 
the superfund sites are located within the recorded city. 

While statistically significant, the economic significance of residing near Superfund sites is 
relatively low (about $250 per superfund site). The first possibility of why superfund sites do not 
significantly affect wages in their area is because the negative externality of the superfund site is 
already accounted for in housing prices.  This line of thought would support the past research 
which has shown superfund sites do have an impact on local house values (Gayer et al., 2000; 
Greenstone & Gallagher, 2008; Noonan et al., 2007; Noonan et al., 2009; Walker, 1992; Zuindeau 
& Letombe, 2008).  The second is the possibility that workers have little knowledge of how many 
superfund sites there are nearby—and how dangerous they may be.   
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Other variables in the analysis are consistent with theory and past results.  We see that years of 
education and experience each have a positive return (at a diminishing rate).  The household head 
variable is positive which supports past literature.  The race variables follow past results for the 
LN(Wage) regression, but most change value and some change sign when wage is augmented by 
the cost of living index.  Interestingly, all of the race variables change significance sign except for 
the American Indian designation.  After controlling for cost of living, earnings for “black” 
Americans’ were not statistically different from earnings for “white” Americans.  Also after this 
adjustment, “Asian” Americans earned a statistically significant amount less than “White” 
Americans, equal to almost ten years of education. 

The next three variables of married, female and English each show the expected result.  For 
example, those reporting to be married earned a statistically significant amount more than those 
who responded as single.  This difference is roughly equivalent to three years of education.  
Females earned less than males, about equal to two years of education.  For those who did not 
speak English fluently, their wage went down but by a much smaller amount than the previous 
two.  However, when adjusting wage for cost of living the English variable grew tremendously.  
This might show that speaking English in low income areas is considered an advantage, probably 
where most of the non-English speakers reside. 

Keywords: superfund sites, hedonic wage, differential-wage equation, non-market valuation 
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Abstract 

The scientific aim of the analysis is to fill the research gap concerning empirical studies on the 
impact of bankruptcy law on entrepreneurship (self-employment) through lowering entrance and 
exit barriers. By analyzing different economic and institutional factors influencing the level of 
entrepreneurship, our study helps to develop research methods allowing to demonstrate, that 
bankruptcy law has both statistical and economic effects on self-employment level.  

Research will fill the cognitive gap related to the impact of the bankruptcy system model on the 
development of entrepreneurship. Furthermore, the impact of “severity level” of bankruptcy 
proceedings on propensity to engage in business activities will be empirically tested – in order to 
verify the main thesis of the study, that a more liberal (less strict) bankruptcy law ( debtor-
friendliness of the bankruptcy law model) favors entrepreneurship and self-employment.  

A comprehensive regulatory framework governing the issues of insolvent entrepreneurs has a 
pivotal role in the functioning of bankruptcy institution. The quality of the law and its efficiency 
is crucial when it comes to adopting insolvency practices in the economy. Properly set targets in 
the insolvency procedure, responsive to the needs of the economy, can facilitate business activities, 
guaranteeing an immediate return of production means in case of underperformance on one hand, 
and favoring actions aimed at debt restructuring or corporate restructuring on the other. The 
effectiveness of law is a research area closely linked to American legal realism, whereas in many 
countries (e.g. Poland) the effectiveness of law is still not a subject of an in-depth reflection, 
detailed analysis or cross-disciplinary research. An efficient legal system must work under specific 
social and economic conditions. Law remains a dead letter if it is not properly applied. Thus, 
representatives of American legal realism draw a distinction between “law in books” and “law in 
action” (Dworkin, 1998). The lack of efficiency of legal institutions causes the legislation to lose 
importance. The need for cross-disciplinary research is mainly due to the need for 
entrepreneurship. Empirical studies on institutions in the economy blend with the institutional 
economics and are crucial when it comes to emphasize the importance of institutional and political 
factors for the economic growth (Coase 1937, Demsetz 1997, Godłów-Legiędź 2005, Hodgson 
2004, North 1990, Ostrom 1990, Ratajczak 1994, Rudolf 2005, Stankiewicz 2012, Williamson 
1998, Ząbkowicz 2003).  

In order to verify the impact of bankruptcy law characteristics on self-employment, we will employ 
quantitative and qualitative methods. During the first stage, a review of existing world literature 
shall be conducted, enabling us to specify economic and institutional factors having impact on 
boosting entrepreneurship. Moreover, a qualitative study on bankruptcy proceedings (based on 
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Poland case) from 2004 to 2016 shall also be conducted, allowing us to analyze their characteristics 
and estimate the amount of small and microbusinesses making use of bankruptcy proceedings. 

In order to verify the research hypotheses, we will use quantitative methods: the cross-sectional 
ANOVA test and regression method. The following variables shall be standardized: ease of second 
chance, severity of bankruptcy procedures index and resolving insolvency index. In the next step, 
on the basis of their standardized values, factorization in pairs (e.g. debtor-friendliness of 
bankruptcy law versus its efficiency) will be performed according to the mean. Finally, two studies 
will be conducted using the classic analysis of variance. 

Keywords: bankruptcy law, entrepreneurship (self-employment) 
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Abstract 

Hospitality Education colleagues have observed over the years that hospitality students need to 
understand theory but that they must also understand how to apply that theory in situ.  Dean 
Howard Meek of the Cornell University School of Hotel Administration observed many years ago 
that our students appear to do well when they first see an example or application of a principle, 
theory or model.  After having been exposed to that example they then are ready to understand the 
theory and principles involved in the example.  Lastly, having understood the theory, they are 
ready to reapply that theory or model in many other settings, applications and examples. 

Experiential learning may be key to the overall success of students in the workplace.  In order for 
students to have a holistic experience, they should be exposed to hands-on learning. There are over 
30 accredited colleges in the United States with strong hospitality programs.  Many of these 
colleges offer a chance for students to work in student run restaurants (SRR).  This allows the 
students to experience real hospitality management and be prepared for the industry upon 
graduation.   

Purpose of Study 

The purpose of this study is to ascertain the role and potential role of student run commercial food 
operation in hospitality education programs?  

Research Questions 

• What are the learning outcomes that students experience in the SRR? 
• What do the directors of the hospitality programs view as crucial components of SRR’s to 

make them beneficial for experiential learning, as well as keeping the SRR’s cost effective? 
• How do the restaurants fit in the curriculum? 
• What is the extent of Student involvement in the SRR’s? 
• What is the extent of faculty involvement in the SRR’s? 

Methodology 

An in-depth, semi structured interview questionnaire was created. The research conducted needed 
to answer the research questions as listed above and repeated here. The purpose of our current 
study was to ascertain the role and potential role of student run commercial food operations in 
hospitality education programs?  

In particular, the researchers wanted to have a fuller understanding of the impact a Student Run 
restaurant (SRR) can have on an individual who is about to enter the restaurant business. Does a 
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SRR provide a setting where a student could get some experiential learning in a controlled 
environment?  

The seven participants in the study were all either teaching the Restaurant Operation course or 
were Directors of the respective hospitality programs in which the SRR was housed. The method 
of gathering data was through in-depth interviews, which were conducted on the telephone. These 
interviews were then summarized in a transcription. by the principal researcher. Once the 
interviews were transcribed, they were categorized in an Excel spread sheet. All the questions had 
a relative answer in the rows with names of participants in the corresponding columns. Once all 
the questions and condensed responses were entered into the table, a content analysis was carried 
out. The themes were underlined and in the end a pattern was formed. 

Keywords: experiential learning, student run restaurant, front of the house, back of the house 
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Abstract 

This presentation shares progress of Travel, Tourism, and Hospitality faculty at an urban 
community college in their undertaking of curriculum review following a guided pathways 
approach.  This two-year project is funded through the college’s Center for Teaching and Learning 
and focuses on several key objectives, such as making connections between the various courses 
throughout the curriculum; helping students make connections between their diverse experiences; 
and facilitating integrative learning and reflection activities for students.  These connections are 
leveraged through the development of a core student ePortfolio. 

This project is guided by four pedagogical practice areas from the American Association of 
Community Colleges (AACC).  These main practice areas informed specific phases of this project 
and include: 

• Mapping pathways to student end goals 
• Helping students choose and enter a program pathway 
• Keeping students on a path 
• Ensuring that students are learning 

Mapping Pathways to Student End Goals 

The College has developed a framework for advanced student learning. The framework’s core 
competencies (Inquiry and Problem Solving, Global Learning, and Integrative Learning) and 
communication abilities (Oral, Written, and Digital) are designed to help ensure that all graduates 
develop their capacity to build and use knowledge with the higher order thinking processes 
essential to success in advanced education and career. The competencies and abilities articulate 
key benchmark goals for general education and programmatic learning, structure assessment in 
both areas, and reflect the College’s collective vision for student learning. 

The initial phase of this project included faculty defined and led identification of essential 
curricular learning outcomes.  The learning outcomes aligned with the overall college core 
competencies and abilities.   

Helping Students Choose and Enter a Program Pathway 

The second phase of this project focused on preparing students for the economy, for democracy 
and global community, and to pursue their own hopes for a better future.  Helping students choose 
and enter a program pathway begins in a well-designed and intention First Year Seminar 
experience.  In this course, students are introduced to many pathways to success, including 
classroom learning, advisement, co-curriculars, and internship opportunities.  The First Year 
Seminar enables a constant focus on the most important purposes of college learning. 
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Keeping Students on a Path 

The third phase of this project helps keep students on a path to graduation and success.  Programs, 
courses, and assignments are well-designed and sequenced to foster deep learning.  This is 
achieved through mapping essential learning outcomes across the entire program at progressively 
more challenging levels from initial courses to final studies.  Deep learning is also achieved 
through connecting the curriculum visibly with the wider world and students’ own questions, while 
providing clarity, direction, and progress points or “markers” for students. 

With equity a paramount value, programs meld high-touch and high tech to monitor and support 
student progress giving special attention to frequent or systemic barriers and challenges.  Here, we 
build an intentional and welcoming community, so that every student feels known, respected, 
supported, and savvy about where to find help.  The “High Touch” component includes mentoring 
and individualized degree plans to connect program pathways (and developmental education, if 
needed) with students’ own goals, lives, and emerging interests, while the “High Tech” component 
deploys data analytics to provide timely information about student progress and problems, and to 
address systemic disparities or barriers. 

Ensuring That Students Are Learning 

The final project phase has all students participating frequently in high impact practices, from first 
to final year.  Here, the focus shifts the focus from passive listening to students’ own effortful 
engagement with questions, problems, and projects including community, or work-based projects.  
The guided pathways approach also ensures students’ continuing practices of essential learning 
outcomes such as inquiry, analysis, engagement with difference, collaborative problem-solving, 
ethical inquiry, quantitative and scientific reasoning, information literacy, and communication 
skills. 

Every student completes an applied learning project which is connected to program and student 
goals.  The goals include connecting college learning with unscripted questions important to the 
student; preparing and enabling students to become self-directed learners; and embracing 
AAC&U’s LEAP challenge.  The LEAP challenge invites higher education instructors to make 
students’ “signature work” a catalyst for their integrative and applied learning.   

Students’ own work, including their applied learning projects, provides the primary evidence of 
their progress toward degree level learning and educational achievement.  Reducing the emphasis 
on assessment that are disconnected by design from the actual program of study; shifting our focus 
to students’ own “best work”. 
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Abstract 

Obtaining a university diploma is a very hard work. One should study hard, attend classes, strictly 
follow the deadlines for home works etc. What if you do not have time and money to attend to in-
campus education for a university diploma. This is the case for many people, there are situations 
where an individual cannot attend to formal education for a university diploma whatever the 
reason. The simple solution to this problem is Open Education. Open Education has been used in 
Turkey since 1982 via Anadolu University. Anadolu University has provided students a chance to 
get a diploma and more than two million students have already graduated.  When Anadolu 
University Open Education system was founded in 1982, the main learning material, the course 
book, was sent to the students by regular in surface post. Students were given exam dates, one 
midterm and one final exam. They were invited to the exam centres and multiple-choice exams 
were filled out. After completing successfully one term, students were allowed to continue with 
the remaining terms. Anyone who has somehow get in touch with a Business and Economics 
degree will easily see that there are some core courses that will make a headache, such as 
mathematics and statistics. To study these subjects at home by yourself is very difficult indeed. In 
order to solve this problem, Anadolu University created an educational TV group called ETV. 
They were responsible to create TV programs for students as if they were in a classroom and 
listening their courses from a lecturer. Turkish Radio and Television Corporation, later, dedicated 
an educational channel called TRT 4 so that these educational programs were aired and reached 
many students around Turkey. In 1982, there were not many universities for students to attend and 
also to enrolled in to one of the universities available was very tough. Therefore, again open 
education provided the opportunity of getting a university education for those in need. The open 
education system also allowed the have improvement on gender equality in higher education in 
Turkey. In a recent study by Aktaş and et al. specifically aimed at to assess how gender ratio has 
evolved over 32 years, whether spatial clustering exists within the gender data around the country, 
and to what extent women were represented in higher education programs. Turkey is not a small 
country, geographically speaking. To answer these queries, gender ratio datasets were examined 
using visual (mapping) and spatial cluster analyses. Findings support that, distant programs of the 
university have helped more women participate in higher education programs across the country 
over the years, leading to relatively more normalized distribution of gender in education across the 
geographical regions. It has already been said that in order for students to be successful support 
TV programs were created. In later years, Anadolu University started to make agreements with 
local universities for teaching of difficult subjects such as statistics and mathematics to open 
education students leaving in those cities. A lecturer from participating university started teaching 
the course with the material provided by Anadolu University, course book, in-class to those 
students who want to attend. The course time tables were scheduled either late at night such as 
between 19:00 and 22:00 hours or on the weekends using the facilities of these universities. This 
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structure of teaching gave a new dimension to Open Education in Turkey. If you are comfortable 
with the course material given to you and were able to understand the subject and take the exam 
you had no problem. But If you can not a difficult subject you were given a chance of listening the 
course from television or from a lecturer (for limited number of courses). In this study, the general 
structure of students attended the Business and Economics programs of Anadolu University are 
studied. A general picture of this student body is investigated. The main characteristics of the 
students are given by tables and maps (via spatial data analysis methods). The lessons learned from 
past and passed downed to the future are given.  

Keywords: open education, business and economics education, learning 
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Abstract  

The crux of this paper touches upon a main overarching theme that enhances undergraduate student 
learning outcomes by implementing high-impact integrative learning and teaching strategies. This 
paper specifically aims to create a course development training programs online with a focus on 
discipline-specific integrative learning strategies and experiences for hospitality courses. The 
integrative learning tactics and immerse learning strategies are defined as; (1) co-curricular, (2) 
curricular, and (3) career development. The proposed integrative learning initiatives are committed 
to build knowledge about the depth of student learning that results from participation in integrative 
opportunities. Therefore, based on those learning tactics and strategies, this paper will provide 
greater understanding of the broad usages of online courses designed with high-impact integrative 
learnings experiences and establish a concerted focus on student learning and growth in hospitality 
courses.   

Keywords: online training program, online course development, high-impact learning structure, 
integrative learning 

Introduction 

As hospitality management is considered in the field of applied science, creating and enhancing a 
learning environment, where students apply their existing discipline-specific knowledge to the real 
life applications of contemporary business, world is critical and necessary. Traditional course 
structure does not often support integrative learning experiences to some of the discipline-specific 
courses such as, hospitality courses. As hospitality education shifts from traditional education to 
online education, the online course development and training programs become very important 
because these programs provide faculty a well-structured and carefully guided experience, which 
also help them develop relevant online classes for more effective and integrative teaching platform 
and approaches. 

Online classes are used as a critical tool and medium for all faculty members who teach hospitality 
courses to further improve their teaching effectiveness and ultimately benefit undergraduate 
students’ learning outcomes. The featured structured flexibility of the online classes will give 
students great opportunities to apply the theoretical skills and knowledge to the real business 
world. In addition, these platforms help hospitality students improve their managerial decision 
making abilities that would lead to optimal operation and management results. Therefore, 
developing a training program to facilitate faculty and student learning in this new domain is an 
urgent task, particularly given the mounting pressure of physical and time constraints for 
undergraduate students as well as increasing pressure on the workload for faculty resulted from 
explosive growth in student population in hospitality schools and colleges. 
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While many studies have investigated about the effectiveness of online courses at the individual 
course level, very few studies provide guidance for quantitative courses (i.e., hospitality financial 
management) taught in hospitality colleges and schools. Therefore, within the particular context 
of hospitality management, the ultimate objectives of this paper are multifold. This paper mainly 
focuses on student learning development with high-impact learning stakes. It also aims to: (a) 
create effective online classroom teaching with interactive learning experiences, (b) advance 
curricular student learning and learning outcomes assessment, (c) connect discipline-specific 
knowledge to real-life practices with interactive and integrative high-impact learning practices, 
such as interactive excel solutions for the class projects and assignments 

Literature Review  

The adoption of blended learning with online environments (i.e., online learning portals, course 
systems, etc.), the combination of traditional face-to-face and technology-mediated instruction, is 
increasing in higher education around the world. In fact, scholars have predicted that this learning 
structure will become the “new model and or new norms in education” in higher education course 
delivery (Ross and Gage, 2006; Norberg, et al., 2011. The special feature of structured flexibility 
of online classes offer great integrative learning opportunities for students in the hospitality 
colleges, schools, and programs. This is because they possess a greater opportunity to benefit from, 
“prior professional, academic, and life experiences inside and outside the classroom” exemplifying 
the cohesive and holistic idea of applying what they learned from these classes to the complex and 
real business world of hospitality (AACU, 2016). 

Methodology 

Student learning outcomes will be assessed by a pre- and post-test methodology. Two assumptions 
are made: First, the faculty participant of the integrating learning online training program 
completes the training by the end of the fall semester in 2017; and second, the faculty will 
implement integrative learning strategies from the online training program to the class(es) he or 
she is teaching in the Spring of 2018. 

In specific, the design follows a two-semester time window. To start, a survey will be designed to 
assess students’ perception of faculty teaching and student learning in the fall semester of 2017. 
This is before the implementation of integrative learning strategies. The same survey will be sent 
to students again in the spring semester of 2018 after the faculty implements in his or her teaching 
integrative learning strategies to the same classes, which are attained from the online training 
programs. 

Expected Outcomes, Implications, Future Directions 

This paper intends to put forth significant experience in fostering integrative learning through 
changes in curricula, pedagogy, student assessment, and student learning tactics for current and 
future research. Because of the advantage of structured flexibility, hospitality students will also 
find these classes more compatible with their busy academic and professional life. Thus, this paper 
will put forth high-impact integrative learning materials in place to facilitate faculty teaching and 
to improve student learning in the hospitality schools and colleges. As a result, faculty members 
will be able reach a broader student population that would not have been otherwise possible. 
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Interacting with students from different parts of the country or the world will not only enhance the 
students’ learning experience but also the instructors’ efficiency. The implications of this paper 
discuss the featured structured flexibility of the online classes, which provide students great 
opportunities to apply the skills and knowledge to the real world applications.  
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Abstract 

Franchising is considered as significant sources of entrepreneurial activity both in the United States 
and abroad. Franchising, especially in the US, grew so fast since the 1950s that it is now convincing 
in the US economy. Many companies in various sectors have adopted franchising as a way of 
doing business. Franchising, now, prevails in certain sectors of the US economy. It is a fact that 
the change in lifestyles in the USA and Western Europe is two important environmental factors 
contributing to the development of franchising, with an increasing emphasis on service and 
convenience and higher travel intensity that increase the value of a brand. Not surprisingly, the 
franchise also catches a large part of the restaurant industry and plays an important role in its 
success. In a survey conducted by the International Franchise Association (IFA), franchising is 
reported to have expanded by about twice the rate of company-owned ventures (Bradach, 1998). 
Consumer mobility and time constraints have increased the popularity of the restaurant chain. In 
order to avoid losing time searching for a restaurant in unfamiliar locations, it is likely for 
consumers to choose restaurants having national brand name over local restaurants (Matheson and 
Winter, 1985; Sen, 1998). As a result, many restaurants have chosen franchising as the preferred 
growth method. Franchising has been seen as a major source of entrepreneurial activity around the 
world (Combs et al., 2004). As defined simply by Kostecka (1987): "A franchise is a way of doing 
business where a franchisee has the right to offer, sell or distribute goods or services under a 
marketing form designed by the franchisor. The franchisee allows the franchisee to use the 
franchisee's trademark, name and advertising. A franchise is a form of organization through which 
a firm (franchisor) permits a second (franchisee) to use its business practices and to market goods 
or services under the brand name of the franchisor. The franchise has developed over time, 
depending on the relationship between the franchisor and the franchisee. The franchise system can 
be operated in two formats. One of these is franchising of product or trade name distribution. This 
is a more limited business relationship between the supplier and the dealer; In this way, the 
franchisor gives the franchisee the right to use the trademark of the franchisee, but might not 
provide a system to help the franchisee manage the business. Automobile dealership and gasoline 
are samples of that. Second is the business format franchising. It consists of an ongoing 
commercial relationship between a firm with a proven business system (franchisor) and a third 
party (franchisee). Many franchise research focuses on business format franchises that sell the 
franchisor's trade name, operating systems, product specifications, and the full use of the business 
concept. Examples of business format franchises are fast service restaurants and accommodation 
chains. The rapid growth of franchising has caught the attention of researchers from various 
academic fields (Elango and Fried, 1997). Over the last 20 years, a significant amount of 
franchising research has been conducted in a variety of disciplines, including economics, law, 
marketing and management. Many franchising studies have focused on motivation for franchising 
(Anderson, 1984; Allon, 2001; Carney and Gedajlovic, 1991; Combs and Ketchen, 1999; Shane, 
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1998). However, few studies have elucidated the relationship between the franchising and the 
firm's financial performance (Shane, 1996; Michael, 2002; Combs et al., 2004; Srinivasan, 2006; 
Hsu and Jang, 2008). The scarcity theory of resources and the agency theory are two dominant 
theories that explain the motivation of firms for franchising decisions (Aliouche and Schlentrih, 
2005). The scarcity theory tends to see franchising as a means to gain access to scary resources as 
a firm grows. It explains it in the following way: Franchising allows their franchisor companies to 
use franchisees’ capital and management expertise to accelerate growth to reach minimum 
efficient scale and public brand capital (Hunt, 1973; Norton, 1998). On the other hand, the agency 
theory focuses on the efficiency of the incentive features of the franchise relationship (Crney and 
Geadjlovic, 1991; Combs and Ketchen; 1999, Norton, 1988). According to the agency theory, the 
advantage of franchising is that it encourages franchises to maximize the profits of franchising, 
turning outlet managers into owners, and reducing the need for direct monitoring by the franchisor. 
The behaviour of the company's unit manager will require more monitoring than the behaviour of 
the franchised-owned outlet manager. Three important franchising research topics need to be 
studied in order to understand the franchise phenomenon: the franchise initiation, then the 
subsequent tendency to franchise and franchise performance (Combs et al., 2004). Comprehensive 
research has been conducted on whether franchising increases the access to scary resources or 
reduces the costs of monitoring, and if this elucidates tendency to franchise (Alon, 2001; Brickley 
and Dark, 1987; Combs, Michael and Castrogiovanni, 2004; Sen, 1998). Less attention was given 
to why companies start franchising and how franchising affects financial performance. Combs et 
al. (2004) suggested changing the research emphasis on these two issues in order to guide the 
entrepreneur whether to franchise an existing business and to understand how the franchising 
affects the performance of a firm’s performance. In response to this need, this study applied agency 
theory and the scarcity theory and used both franchised and non-franchised companies’ data to 
investigate the factors that could affect the decision. 

Purpose of the Study 

Considering the success and popularity of franchising, it seems that franchising has helped 
companies to achieve superior financial performance compared to non-franchised businesses. The 
purpose of this study is to empirically investigate this suggestion. First, dominant theories (agency 
theory and scarcity theory) were applied to investigate firms' franchise motivations and their 
impact on financial performance. The second goal was to fully understand the financial 
performance of the franchise using multiple performance measures. 

Methodology 

This study focuses on the US restaurant industry, an important component of the US economy. 
The reason for this study to select US restaurants as the field of study is the fact that US restaurants 
generated $ 1.3 trillion in revenues, operated 935,000 outlets, and employed 12.8 million people 
(National Restaurant Association, 2016). Moreover, Bradach (1998) noted that restaurant chains 
are an increasingly important force in the franchise industry. Franchising is the most common 
organizational form of the restaurant industry in terms of both dollar sales and sales points, with 
sufficient examples for empirical analysis (Kostecka, 1987). In addition, the restaurant industry is 
particularly useful for studying because it represents a relatively mature segment of the fast-
growing business-format-chain industry (Bradach, 1998). For this study, 74 sample firms were 
chosen from among the publicly held restaurant firms operating in the New York Stock Exchange, 
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American Stock Exchange and the National Association of Securities Dealers Automated 
Quotations systems. Secondary financial data regarding the sample is taken from a database 
provided by Standard & Poor's Compustat, a comprehensive database that is widely used by 
finance experts within the academia, government and business. From this database, all companies 
in the restaurant industry based on the Ministry of Labour’s Standard Industrial Classification 
(SIC) codes, have been selected to be incorporated into the sample of the current study. With this 
classification, companies with Standard Industrial Code (SIC) 5810 and 5812 have been 
incorporated into the sample.  The number of franchise units and total units, the number of states 
and foreign operations were collected from Bond's Franchise Directory and each company's annual 
10K filings in SEC’S Edgar database. The primary objective in this study is to define the factors 
that motivate firms to pursue franchise contracts. It is a fact that there are various measures to 
collect information on profitability. The most common measures correspond to return on assets 
(ROA Net Income / Average Total Asset) and return on equity (ROE Net Income / Average Stock 
Owners Self) (Dickerson et al., 1997). In this study, both ROA and ROE were used to explain the 
firm's determinative financial performance. In addition, alternative performance measures have 
been used in this study because traditional financial performance metrics such as ROA and ROE 
do not have a formal connection with shareholder value. It is thought that the risks are not clearly 
taken into account and that they do not echo the opportunity cost of the capital used. Shareholder 
values depend on the amount of return, risk and capital invested. A significant problem with 
traditional financial performance measures such as ROE and ROA is the following: they may not 
be consistent with shareholder value maximization. On the other hand, EVA and MVA were found 
to be consistent with the value maximization of shareholders (Stewart, 1994; Grant, 1996; 
Uyemura, Kantor and Pettit, 1996; O'Byrne, 1996, 1997). Over the past decade, EVA (Economic 
Value Added) and MVA (Market Value Added) has become an important management tool for 
many corporations. For this reason, both traditional financial performance measures and 
alternative performance measures have been used to compare both outcomes. 

Conclusions 

The most prevalent theories explaining the franchise phenomenon suggest that the firm's 
preference for expanding through franchising might have significant advantages over firms that 
grow on their own. The franchises grow rapidly, reduce capital requirements, reduce monitoring 
costs and reduce risks by allowing franchisees to use managerial and financial resources of 
franchise owners (Allon, 2001; Srinivasan, 2006). Consequently, aforementioned advantages 
should provide franchising firms with superior financial performance. It is expected that the 
franchising enterprises outperform full ownership and create additional economic, market and 
shareholder value. Moreover, franchising can be thought to be useful in managing demand growth 
and uncertainty, and in providing the firm with more knowledge and intellectual assets which can 
eventually lead to increase in future cash flows while reducing risks (Srinivasan, 2006; Srivastava 
et al., 1998). For this reason, franchising should increase the financial performance and value of 
the company. 
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Abstract 

Mobile banking is defined as a mobile information processing application which gives customers 
opportunity to make banking transactions anywhere and at any time via smartphones. When the 
development of mobile banking technologies is examined, it is noteworthy to express that such 
technologies have been rapidly adopted all over the world. One of the best examples in terms of 
understanding this development is Turkey. Despite the fact that Turkey was relatively late to 
integrate mobile banking technology in comparison to similar countries, it showed a much more 
rapid progress in this regard. In this sense, it will be useful to examine Turkey in terms of 
explaining the mobile banking adoption factors.  

There are several recent studies focused on mobile banking in the literature. Shaikh and Karjaluoto 
(2015) conducted a literature research regarding the mobile banking use of individuals. The results 
of the study showed that the most important factor in the use of mobile banking services in both 
developed and developing countries is the perceived usefulness. Malaquias & Hwang (2016) 
examined the factors affecting trust in mobile banking from the viewpoint of developing countries. 
As a result of the study, they found that there is a negative relationship between trust and the use 
of mobile banking for the undergraduate individuals. Albashrawi & Motiwalla (2017) investigated 
the privacy and personalization in terms of continued usage of mobile banking. The results 
revealed that perceived usefulness and perceived ease of use have a significant impact on mobile 
banking usage. Siddhartha et al. (2011) investigated the factors affecting behavioral intentions 
toward mobile banking usage in India. As a result of the study, they found that factors like 
perceived image, perceived value, self-efficacy, perceived credibility and tradition affect 
behavioral intentions towards mobile banking usage.  

Methodology 

Population of the study consisted of individuals who benefit from the banking services in Turkey. 
In this context, bank customers living in different regions of Turkey constitute the sample of the 
study. As a sampling method, convenience sampling which is one of the improbable sampling 
methods has been used. The measurement development and hypotheses were based on the earlier 
literature on mobile banking.  

Banking customers need to trust in mobile banking. Problems like viruses or Trojan horses may 
increase users’ concern about payment security and can affect customers’ intention to use mobile 
banking (Zhou, 2012). A number of studies show a direct significant effect of trust on usage 
intention (Alalwan et al., 2017; Malaquias & Hwang, 2016). However, trust has an effect on 
perceived risk. This study aims to find the effect of trust on perceived risk before intention to use. 
In this regard, the following hypothesis is developed: H1: Trust is negatively associated with 
perceived risk. Quality reflects the quality of information such as information relevancy, accuracy 
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and timeliness (Kim et al, 2009) and quality of services such as ease-of-use, visual appeal etc. 
(Zhou, 2011). If mobile banking systems do not give sufficient information about the transactions 
or have poor services, this will decrease customers’ perceived benefit of mobile banking usage. 
Therefore, the following hypothesis is developed: H2: Quality is positively associated with 
perceived benefit. 

Perceived risk is defined in terms of 
the uncertainty and unfavorable 
consequences associated with 
consumers’ expectation (Bauer, 
1960). Perceived risk plays an 
important role of catalyst in many 
online financial transactions and also 
in mobile banking transactions 
(Kesharwani et al., 2012). Perceived 
risk would lower consumers’ 
intention to use mobile banking 
because of uncertainty. However, 

consumers would be willing to transact if their risk perceptions were low. Thus, lower risk 
perception may increase the intention to use mobile banking. In this regard, it is hypothesized that: 
H3: Perceived risk is negatively associated with intention to use. In recent studies of mobile 
banking, it has been suggested that customers buy a product with cognitive and affective evaluation 
(Kim et al, 2007). For this reason, perceived benefit is found as an important factor in 
understanding mobile banking (Akturan & Tezcan, 2012). Intention to use mobile banking directly 
affects perceptions about mobile banking. If perceived benefit of mobile banking usage is positive, 
the intention to use mobile banking increases. Therefore, it is hypothesized that: H4: Perceived 
benefit is positively associated with intention to use. 

Findings and Conclusion 

After examining all questionnaires, the ones which have too many missing values have been 
removed. As a result, 224 valid responses have been obtained. Explanatory factor analysis was 
applied to all scale items used in the research and since the factor loads were below 0,50 values, 
some items were subtracted from the trust, quality, perceived risk and perceived benefit scales. 
Anderson and Gerbing (1988) approach was followed in the implementation of the structural 
equality model. Firstly, data were tested for validity and reliability by applying data confirmatory 
factor analysis. Validity includes both convergent validity and discriminant validity.  All AVEs 
exceed 0.5 and all CRs exceed 0.7. Thus, the scale has a good convergent validity. Secondly, 
structural hypotheses were tested with structural equation modeling. The model fitness statistics 
are shown in Table 1 and the validity and reliability analysis results are given in Table 2. 

Table 1. Summary of Fitness Statistics 
  Chi2/df GFI AGFI IFI CFI Rmsea 
Recommended value ≤ 3  ≥ 0,90 ≥ 0,80 ≥ 0,90 ≥ 0,90 ≤ 0,06 
Confirmatory factor analysis  1,66 0,90 0,87 0,96 0,96 0,05 
Structural  Model 1,59 0,90 0,87 0,96 0,96 0,05 

*chi2/df is the ratio between Chi-square and degrees of freedom, GFI is Goodness of Fit Index, AGFI is the Adjusted Goodness of Fit Index, CFI 
is the Comparative Fit Index, IFI is the Incremental Fit Index, RMSEA is Root Mean Square Error of Approximation 
 

Figure 1. Model 
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Table 2. The Validity and Reliability Analysis Results 
  CR AVE MSV MaxR(H) perrisk trust quality intention perben 
perrisk 0,782 0,544 0,457 0,783 0,738         
trust 0,866 0,617 0,524 0,867 -0,676 0,786       
quality 0,874 0,537 0,524 0,878 -0,508 0,724 0,733     
intention 0,885 0,721 0,511 0,894 -0,488 0,707 0,635 0,849   
perben 0,895 0,741 0,511 0,917 -0,348 0,459 0,504 0,715 0,861 

*Composite reliability (CR) for all scales exceed 0.7 and Average variance extracted (AVE) exceed 0.5 which is a convergent validity criteria. 
The criteria for discriminant validity (MSV<AVE; ASV<AVE; the square root of the AVE must be higher than the correlations with another 
factor) are all provided (Table 2). 

Table 3. Structural Equation Model Analysis Results 
Independent Var.  Dependent Var. Estimate 

Value 
Standard 
Error 

Critical 
Ratio 

Significance Hypothesis 

Trust Perceived Risk -,835 ,100 -8,320 *** H1 Accepted 
Quality  Perceived Benefit ,456 ,066 6,895 *** H2 Accepted 
Perceived Risk Intention -,180 ,055 -3,287 0,001 H3 Accepted 
Perceived Benefit Intention 1,374 ,182 7,531 *** H4 Accepted 

In this study, it is aimed to examine the effect of perceived risk and benefit on intention to use 
mobile banking. Results show that, while trust has a negative relationship with perceived risk, 
quality has a positive relationship with perceived benefit. Perceived risk has a negative effect on 
intention to use, perceived benefit has a positive effect on intention to use mobile banking. This 
study examines the factors influencing the mobile banking and constitutes a risk-benefit model of 
mobile banking usage intention.   

Keywords: intention to use, mobile banking, Turkey  
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Abstract 

Travel and leisure has become among the most important economic activities around the world. It 
comprises numerous sub-sectors operate in a wide business segments including airlines, hotels, 
gambling, restaurant, bars, recreational services, travel, tourism and tour operating companies. 
According to the World Travel & Tourism Council (2017) report travel and tourism contributed 
$7.6 trillion USD (10% of global GDP) and 292 million jobs (equivalent to 1 in 10 jobs) to the 
global economy in 2016, and the leisure travel spending comprises of 76.8% of travel and tourism 
direct contribution to global GDP. This primarily reflects a significant role of this industry in the 
global economy. 

Travel and leisure industry has experienced continues expansion during the past periods and 
become virtually among the fastest economic sectors in the world. According to the World 
Tourism Organization (UNWTO, 2017), international tourist arrivals have surged 1.23 billion in 
2016 from a mere 25 million in 1950. This sector recorded an average consecutive robust growth 
of 3.9% even during the post Global Financial Crisis. This makes Travel and Tourism industry 
growing as faster as other significant sector such as financial services, automotive and health care.   

Numerous studies investigate the relationship between economic growth and expansion of travel 
and leisure sector in the destination countries. Some studies argue the economic driven tourism 
growth, while others tourism lead economic growth. Balaguer and Cantavella–Jorda (2002) argue 
that tourists spending for both business and travel have a positive contribute to the foreign 
exchange earnings and balance of payment and consequently to the national economy. They 
discover a stable long-run association of economic growth with tourism expansion in Spain. 
Durbarry (2002) and Kim H. et al., (2006) mention other economic benefits such as employments, 
tax revenues and additional sources of income that derive from of tourism activates. Other 
researchers explore the inter-linkage between tourism expansion and economic development. 
Dritsakis (2004) reported the long-term impact of tourism in the economic growth of Greece. On 
the other hand, other studies such as Lanza et al. (2003) and Narayan (2004) report economic-
driven tourism growth. 

Several performance measures have been proposed by different studies. Stephens and Bartunek 
(1997) used economic value added as a performance measure by subtracting the cost capital 
involved from the profit generated.  While others employ stock return performance to measure 
firm’s performance. For instance, the traditional capital asset pricing model (CAPM) which was 
proposed by Sharpe (1964), Lintner (1965) and Mossin (1966) helps to measure the average excess 
return for the assumed risk. Fama & French (1995) also employ the stock excess return measure 
using the CAPM to measure firm’s performance. Gu’s (1994) used two common performance 
measures in finance, the Sharp and Treynor ratios, to examine the portfolio performance of hotel, 
restaurant and casino sectors during 1983-1992.  Kim et al. (2002) employ Jensen index 
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performance measure to analyses the risk adjusted performance of hotel REIT. Mao and Gu (2007) 
study the risk adjusted performance of three hospitality sectors stocks, hotel/motel, casino/gaming 
and restaurant, using four performance measures Sharpe ratio, Treynor ratio, Jensen ratio, and 
Appraisal ratio between 2000-2003. They present evidence that casino/gaming sector stocks 
performed better in contrast to the underperformance documented in stock return of hotel/motel 
sector.  

An investment that yields higher return for a given risk level or have less risk for a given level of 
expected return considered as attractive investment. A risk-adjusted investment measures helps to 
fully understand the performance of a fund or certain industry under a certain risk level. These 
measures are applicable in varies firms and asset classes to gauge how well the funds are perform 
relative to other classes. Several studies assess the stock performance of different companies. For 
example, Ofek and Richardson (2003) found that the stock returns of information technology 
companies are more volatile that other sectors of economy. Corgel and de Roos (1997) examined 
the volatility of lodging companies during the year 1984-1993 and reported the existence of high 
volatility return compared with real-estate firms. Firstenberg, et al., (1988) discover that hotel 
firms have higher risk and returns compared with other property classes.  

Even though, the relationship between travel and leisure expansion and economic growth has been 
explore by numerous studies, the broad risk-adjusted stock performance of this sector has paid 
little attention by previous researchers. Owing to the unique characteristics of this sector, this study 
attempts to explore whether this particular sector stock returns outperform the broad market during 
the study period. This study, therefore, complements the extant literature and provides important 
new evidence which helps stock investors or portfolio managers to better understand the feature 
and performance of travel and leisure sector to manage their portfolio and make more informed 
investment decisions.  

In order to understand how the theoretical framework is applied in this study, it is necessary to 
explain how the methods and theories that have been used in order to obtain the numerical results. 
According to classical finance theory, the outperformance of the any asset can only be explained 
by measuring how much risk is involved in producing a given returns. Many models are developed 
to measure the performance of financial assets. Some of these models are the classic models like 
the Sharpe Ratio, the Jensen measure and the Treynor ratio.  As argued by Eling & Schuhmacher, 
(2007) the choice of measurement does not affect the outcome in such a way that would have been 
expected to be.  Hence, we employ the classical risk-adjusted performance measures to answer the 
question whether travel and leisure sector outperforms the broad market.  

In this paper we investigate the performance of travel and leisure indices relative to the benchmark 
global index. The data set includes daily returns of FTSE travel and leisure index of Turkey, U.K., 
France, U.S. and World travel and leisure index. We used FTSE world as a broad representation 
of travel and leisure sector, and S&P 500 as a proxy of the overall market. The sample period 
ranges from January 1994 to December 2017. Travel and leisure sector is one of the largest and 
diverse classifications of FTSE. Several performance measures have been proposed by different 
studies. For instance, using economic value added as a performance measure by subtracting the 
cost capital involved from the profit generated or by employing stock return performance to 
measure firm’s performance. In this study we use widely known and industry standard 
performance measures in finance, such as the Sharp and Treynor ratios, to examine the index 
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performance. Sharpe ratio indicates the ratio of the excess return to standard deviation of any 
portfolio or asset. Sharpe Ratio measures return per unit of risk represented by variance. While, 
the Treynor ratio uses beta as the volatility measure, which divide the investment’s excess return 
over the beta. These measures calculate the risk-adjusted return and assess whether indices excess 
returns are as a result of much risk or due to smart investment decisions.  

Moreover, we also compute cumulative returns of each indices by investing one dollar at the 
beginning of sample period. The world travel and leisure index is more strongly correlated with 
the U.S. index.  A strong correlation also found between U.S. travel and leisure and the market 
returns, conversely there is no significant correlation between U.S. or market returns and Turkey. 
The result shows that apart from Turkey the performance of other countries is relatively less than 
the market. The returns of U.S. travel and leisure index outperforms the world benchmark. The 
result shows that the returns of Turkey travel and leisure index outperforms other indices with the 
corresponding higher drawdown. However, the Sharpe and Treynor ratios of most travel and 
leisure indices are less than the market. The finding of this study may have important contribution 
in the academic literature, optimal portfolio decisions and for investors to make investment 
decisions. 

Keywords: risk-adjusted performance, financial ratios, travel and leisure, stock indices 
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Abstract 

Minimizing future risks and efficient risk management are the fundamental functions of futures 
markets. Price discovery in futures and spot markets involves exploring the close relationship of 
these two markets in order to detect which one initially processes the information. Efficient market 
hypothesis argues that the prices reflect the information in a similar way. However, in practice, 
markets are not efficient, and one market can trace another. Besides, volatility spillovers are 
important factors which generate interactions between spot and futures markets. Shocks in 
different markets tend to increase volatility in other markets due to globalization. Volatility of a 
financial variable may spread to another variable through linkages between financial variables 
after a shock, event or crisis. This is defined as volatility spillover and indicates a dynamic 
relationship between variables. Price changes in one market are linked to its own dynamics and 
also to price changes in other financial markets. This effect induces recent studies to examine the 
determinants of spot and futures markets volatility spillovers. 

Investors may use spot and future indices as well as basic financial assets in order to diversify their 
portfolios efficiently. Besides, the absence of volatility spillover between the assets included in the 
portfolio enables investors to reduce their risks through portfolio diversification. However, global 
and regional shocks affect volatility spillovers between spot and futures markets of each country 
in a different way. Certain volatility spillovers between spot and futures indices are effective in all 
analysis periods, while others are valid only in short-term, mid-term and long-term periods and it 
decreases the benefits of portfolio diversification for investors. Hence, it is important to analyze 
the directions and frequencies of the volatility spillovers in short-term, mid-term and long-term 
periods so that investors are able to determine healthy portfolio management policies, risk 
management strategies and investment timing decisions.  

Volatility spillovers can exist between futures markets as well as financial and macro-economic 
variables like bonds, currencies and interest rates. In other words, spillovers impact multiple 
different economic and financial variables. Thus, detecting volatility spillovers and their sources 
has great importance for policy makers as volatility spillovers affect the operation of financial 
institutions and markets. 

The most wildly used method for analyzing volatility is variance causality tests. Variance causality 
tests are developed by Cheung and Ng (1996), Hong (2001) and Hafner and Herwartz (2006), and 
mainly used to determine the directions of volatility spillovers in literature. Alaganar and Bahr 
(2003), Neaime (2006), Yalama (2008) and Köseoğlu and Çevik (2013) employed variance 
causality tests in order to investigate volatility spillovers between different financial market. In the 
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literature there are a limited number of studies that analyze volatility spillovers using Hafner-
Herwartz variance causality test. For additional details refer Görmüş, 2012; Nazlıoğlu et. al.,2013; 
Zhang et. al 2013. Moreover, Balcılar vd. (2010), Arslantürk et. al. (2011), Tang and Tan (2013), 
Balcılar and Özdemir (2013) and Tiwari and Ludwig (2014) investigated the relationship between 
financial assets using time-dependent causality tests. Ciner (2011b), Mermod and Dudzeviciute 
(2011), Ciner (2011a), Aslanoğlu and Deniz (2012), Ciner (2011c), Croux and Reusens (2013), 
Bozoklu and Yılancı (2013), Joseph et. al (2014) and Tiwari (2014) examine the relationship 
between different financial markets and macro-economic variables and volatility spillovers using 
the method of Breitung-Candelon (2006) frequency-based causality analysis. 

Literature review demonstrates that there are many studies which investigate volatility spillovers 
between spot and future market using different data sets and econometric approaches. However, 
optimal risk and portfolio management can only be achieved by detailed analysis of volatility 
spillovers. Therefore, explanation of the directions and time aspects of volatility spillovers 
between spot and futures indices is highly important. Different aspects seem to be neglected in the 
worlds’ spot and future market volatility spillover studies. The main objective of this study is to 
determine direction and frequency aspects of volatility spillovers between spot and future stock 
indices of developing countries. The analysis is based on Hafner and Herwartz (2006) variance 
causality test and Breitung-Candelon (2006) frequency causality test that employ volatility series 
obtained by GARCH (1,1) model. This study may overcome an important caveat in the literature 
owing to the fact that it will examine different aspects of volatility spillovers between spot and 
futures markets of developing countries. 

Main hypothesis of the study is shown below: 

• H0: There are no volatility spillovers between developing countries’ spot and futures 
markets  

• H1: There are volatility spillovers between developing countries’ spot and futures 
markets in short-term, mid-term and long-term periods 

Although there are various previous studies on volatility spillover analysis with the purpose of 
determining relationships between different financial assets and markets, there is a limited number 
of studies which investigate world spot and future market volatility spillovers. This study may 
provide important contributions to the existing literature and may guide investors who require to 
benefit from international diversification by investing in spot and future markets in developing 
countries. 

The study analyzes data in the period between September 15, 2008 and December 26, 2017. The 
data sets are future and spot indices of developing countries which are Brazil (Sao Paulo 
Commodity and Futures Exchange), China (CSI300 Index Future), Hong Kong (HSCEI Index 
Future), Hungary (Budapest Stock Exchange), India (CNX Index Future), Indonesia (LQ45 Index 
Future), Korea (KOSPI 200 Futures), Malaysia (FTSE Bursa KLCI Futures), Mexico (Mercado 
Mexicano de Derivados-Futures), Poland (WIG40 Index Future), Portugal (PSI20 Index Future), 
Singapore (FTSESIT Index Future), Taiwan (TWSE50 Index Future), Thailand (SET50 Index 
Futures). The data is obtained from Thomson & Reuters Datastream in a weekly frequency. 
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Hafner and Herwartz (2006) causality in variance test shows that in countries other than Hungary, 
Mexico, Malaysia, Singapore and Thailand, futures market volatility causes spot market volatility. 
However, this test shows only spillover direction. Information regarding time aspects are not 
provided. Therefore, Breitung-Candelon (2006) frequency causality test of volatility series 
obtained by GARCH (1,1) model is used and different frequency volatility spillovers from futures 
index to spot index are evidenced. 

In this study, frequency causality test results show similar findings with Hafner and Herwartz 
(2006) causality in variance tests. No volatility spillovers are detected between Mexico future and 
spot index. China, India, Korea, Poland, Taiwan and Thailand future indices have volatility 
spillovers in all frequencies. Besides, the results demonstrate that Brasil, Hong Kong, Hungary, 
Indonesia, Malaysia, Portugal, Singapore and Turkey indices have volatility spillovers from future 
indices to spot indices in certain frequencies. In conclusion, futures markets of the developing 
countries generally impact their spot market volatilities in different frequencies. 

Keywords: volatility spillover, causality in variance tests, spot and future markets, developing 
countries 
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Abstract 

A recent research work conducted in the Bank of Italy analyzed the relationship between the 
slowdown in economic activity in Italy in the years of the crisis - from 2008 to 2011 – e the 
intensification of criminal incidents. The results show that the economic crisis had a impact only 
on certain types of criminal activities, ie on property and financial offenses especially on those 
who do not require particular criminal abilities, such as theft. In line with the recent European 
directives, economic crimes must be combated by pursuing both the objective of law enforcement 
and that of economic development. A balanced strategy of prevention and suppression must be 
found upon rules that lay down clearly formulated obligations; that avoid intrusive instruments 
and rigid procedures; that do not overburden honest businesses; that institute mechanism of 
enforcement and sanctions that are swift, effective and proportionate to the seriousness of the 
infractions; that provide incentives for intermediaries to collaborate with the structures that fight 
money laundering; and, in conclusion, that strengthen domestic and International cooperation 
among authorities. The States that are most aware of the problem, perceiving that the criminal 
organizations are most vulnerable when they seek to pass the proceeds of the crime into legitimate 
channels, have long concentrated their efforts on the protection of the financial system. Different 
institutional players are called to collaborate to the enforcement of the rule of law in the financial 
sector, and to contribute to the achievement of the results set. A major role is played by the 
Judiciary, by the Supervisory Authorities, the Financial Intelligence Unit (UIF) established at the 
Bank of Italy, and by the Investigation Authorities. It’s easy to infer, therefore, that the intensity 
and quality of the institutional cooperation between the supervision and judicial authorities 
represent an essential and fundamental element to achieve an effective prevention of illegal 
activities, since the exchange of information on different skills. Collaboration with the judiciary 
helps each of the two sides to pursue in better their institutional objectives. It occurs in the 
awareness of the diversity of the roles performed and in full compliance with the guarantees and 
the rights of defense of the subjects concerned, in turn a cornerstone of the rule of law, an 
indispensable defense of legality. The necessary of dialogue between the Supervisory Authority 
and the Judicial Authority is definitely demonstrated as well as the great benefits provided at 
national level to the financial system. For this reasons it will must be a fundamental effort of the 
European Legislator to find the best way of cooperation between the European Central Bank and 
European Public Prosecutor Office. 

Keywords: financial supervisory authority, European central bank, European public prosecutor 
office 

Introduction 

The essential components of a good institutional system are the protection of rights fundamental 
rights and property, fair regulation, good administration, efficient provision of essential public 
services. However, there is no good governance without legality: the ability to prevent, repress and 
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punish illicit behavior is an integral part of a favorable institutional framework, as well as the civil 
growth, even in a development balanced economic. Although it is not easy to isolate the relevance 
of this last element compared to that of the rest of the institutional framework and other essential 
factors for growth (such as human capital and social), some estimates of the effects that it exert on 
economic development and social issues are starting to be available for our country as well. At the 
macro-economic level, for example, a work carried out by the Bank of Italy  proposes an overall 
estimate of the losses - in terms of gross domestic product - that can be directly associated with 
organized crime. 

Methodology 

Analysis of the data provided by the Bank of Italy, the Office of the Public Prosecutor's Office of 
Rome and Milan, the Financial Information Unit and the European Central Bank. The study is 
carried out at the level of local labor systems and the trend of the conjuncture at the local level 
comes represented on the basis of information from a database of company balance sheets 
(CERVED). The crime measures used are based on the news of crime received by the judicial 
authorities by the State Police. 

Sample 

It is focused attention on the two regions of southern Italy subject to more recent infiltration, Puglia 
and Basilicata, comparing its economic development in the decades before and after the spread of 
the contagion mafia, occurred in the late '70s, with that of a group of central North regions that 
had similar initial socio-economic conditions.  

Empirical Model 

The empirical results show that, concurrently with the infection, Puglia and Basilicata moved from 
a growth path that was superior to that of the group of regions initially similar, but not infected, to 
a lower one. The decrease in GDP per capita growth attributable to the onset of organized crime 
can be estimated at 20 percentage points in thirty years, and mainly reflects minor private 
investments. 

Findings 

Due to the excellent results obtained by the strong and continuous collaboration in Italy, the Bank 
of Italy (banking supervisory authority) and the magistrate, also other European countries and the 
European Union have now perceived the need for close collaboration between the supervisory 
bodies and control with the common aim of countering at best organized economic crimes. In this 
sense, the progress made by the European Commission, which is trying to shorten the time of 
European Public Prosecutor Office’s stabilization, is now very important, with a clear vision to 
strengthen the close contact between the banking supervisor (ECB) at European level. and the 
investigating authority (EPPO). 

Conclusions 

Legality and economic development are interdependent. An efficient rule of law, with balanced 
regulation and the effective capacity to enforce it, create a environment conducive to development, 
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favors investment, attracts the best energies human. The widespread illegality alters the market 
mechanisms and upsets the incentives in favor of unproductive or harmful activities; slows growth 
by reducing collective well-being. Neither they achieve injustices and inefficiencies that go to the 
detriment of all, but especially the most honest and weaker. In the financial sector in particular, 
illicit and criminal interferences endanger the stability of the operators involved and the freedom 
and efficiency of the market. The prevention and the fight against financial crimes are therefore 
an essential part of the activity entrepreneurial. Strict compliance with the law is the cornerstone 
of sound and prudent management, on the which the Bank of Italy supervises. Unfortunately, 
prolonged periods of recession offer one more opportunity to crime. Yes increases the impact of 
some crimes against property. Vulnerability may increase individuals and businesses to usury, thus 
allowing crime to extend its own control over the legal economy. The fall of confidence in the 
financial system and in the activities that it offers increased use of cash and the use of safe haven 
assets such as gold and other metals valuable, facilitating the use of less traceable means of 
payment. The Bank of Italy is strongly committed to fighting illegality in the field financial, 
according to the competences and with the tools that the law assigns them. Crimes like the false 
accounting, recycling, patrimonial unfaithfulness, endanger integrity banking activities, interfere 
with supervision, alter competitive mechanisms. 
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Abstract 

An increasing dependence on the Internet as the source of information for decision-making 
regarding tourism products makes it important to analyze online reviews for hoteliers. Utilizing 
available online customer reviews can be used to better understand and analyze guests’ comments 
and improve the service delivery process in hotels. However, there is a vast volume of information 
that makes it difficult for hotel companies to review and evaluate all of it. Artificial intelligence 
(AI), manifested by machines that exhibit aspects of human intelligence, is increasingly utilized in 
services industries and today is a key source of innovation (Rust and Huang 2014). Hotel 
companies can greatly benefit from AI to analyze online customer reviews. The aim of this 
research is to assess how AI compares to humans when it comes to analyzing online reviews. We 
gathered open-ended online reviews for a group of Orlando-area resorts and ran three experiments. 
First, the data was analyzed by a graduate student who used completely manual data analysis, 
common tools and techniques to interpret the comments from the online reviews. Next, the data 
was analyzed by two researchers using Atlas.ti and SPSS Modeler. Finally, the data was analyzed 
by an AI engine called “Ana”. The first method conducted by a graduate student took about 50 
hours to analyze the data manually whereas, it took researchers about 9 hours using statistical and 
qualitative research analysis tools. We call this method hybrid model as it utilizes complex text 
mining software and human power. On the other hand, our AI engine (Ana) took about 15 minutes 
to uncover the same insights. The research findings suggest that using AI can greatly assist hotel 
companies in analyzing guests’ online comments accurately and also give them more time to focus 
on implementation of solutions versus analyzing data. 
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Abstract 

Brands are increasingly regarded as primary capital in many enterprises. Creating a strong brand 
with a large capital provides a number of possible benefits to a company like greater customer 
loyalty and competitive marketing actions or less vulnerability to marketing crises; larger margins; 
more positive customer response to price increases and decreases; more trade or intermediation 
cooperation and support; increased marketing communication effectiveness; licensing and brand 
expansion opportunities. In addition, customers develop emotions and associations with brands 
and remain faithful to them because of "added value" (Barwise, 1993). The cost of offering a new 
brand to market is $ 100 million and has 50 percent probability for failure (Oursoff, 1993; 
Crawford, 1993). With the contribution of this information, it is a fact that the development of 
existing brands and the establishment of brand management as an institutional component of the 
corporate strategy is an important concept for companies seeking growth opportunities. To 
exemplify, instead of developing a new luxury hotel brand, Marriott International Inc. decided to 
buy the Ritz-Carlton, a luxury hotel chain in 1995. In doing so, Marriot Corporation continued to 
differentiate; Lower operational risk, limits new product introduction costs and improves corporate 
performance (Muller, 1998). As time goes by, companies recognize the brand's power and use it 
as a competitive tool to provide a sustainable advantage called brand equity. Brand equity is 
defined as "the differential effect of brand knowledge on the consumer response to the marketing 
of the brand" (Keller, 1993: 8). There are three different perspectives to consider brand equity: 
customer-focused viewpoint, financial viewpoint and combined viewpoint. Brand power, one of 
the multi-dimensional concepts of customer-focused brand equity, is based on the perceptions and 
behaviours of its customers, which enable the brand to benefit from sustainable and different 
competitive advantages. Another dimension, brand value, is the financial outcome of 
management's ability to use its brand power to deliver superior current and future profits through 
strategic activities. From a consumer perspective, the brand will generate value for the firm only 
when the it provides the customer with value (Aaker, 1991; Keller, 1993). In addition, Consumer-
based brand equity is divided into four dimensions: brand loyalty, brand awareness, perceived 
quality and brand image (Aaker, 1991, 1996). It has been widely accepted and used by many 
researchers (Keller, 1993, Motameni and Shahrokhi, 1998, Low and Lamb Jr., 2000, Prasad and 
Dev, 2000, Yoo and Donthu, 2001). The financial perspective is based on the increasing 
discounted future cash flows arising from the income of a branded product over the income of an 
unbranded product (Simon and Sullivan, 1993). The asset representing the brand is included in the 
assets of companies in the balance sheet. Finally, the combined viewpoint covers both the market 
power and the financial value of the brand (Motameni and Shahrokhi, 1998). The brand will be a 
quick way for the hotel and restaurant chains to identify and differentiate themselves in the minds 
of the customers. To avoid losing time to search for restaurants and hotels in unusual locations, 
consumers are likely to choose restaurants and hotels with well-known brands and leading brands 
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over others. The concept and measurement of brand equity increased academics and practitioners 
more than ten years; basically, because of the importance of today's market, to protect brands and 
use them to gain a certain competitive advantage. It is also expected that hotels and restaurants 
having strong brand value will dominate higher occupancy rates and average room rates due to 
high customer satisfaction and a favourable price. It will result in higher operational performance, 
RevPar (Prasad and Dev, 2000). It also enables top executives of hospitality and restaurant 
businesses to compare the power of brands in a competitive set, to follow the equity of the hotel 
and restaurant over time, and to develop therapeutic marketing strategies (Prasad and Dev, 2000). 
The main objective of this study is to examine the underlying dimensions of consumer-based brand 
equity and its relation to the financial performance of the hotel and restaurant industry, assuming 
that consumer-focused brand equity consists of brand awareness, brand loyalty, perceived quality 
and brand image. Empirical study was carried out and two separate survey studies were conducted 
to collect data for hotels. The data were collected by surveys conducted at Istanbul Atatürk Airport. 
The reason of selecting an airport for a survey place was that most branded hotels unwilling to do 
surveys for customers inside their hotels. So, travellers were interviewed immediately after 
entering the gate of departure lounge of the airport. For financial performance analysis, it was 
preferred to receive 8 branded hotels located in İstanbul were chosen for survey responses. Three 
performance dimensions are examined. Accounting statements are measured using the company's 
average asset return (ROA) and sales growth is measured as the average annual increase in sales. 
Market performance was evaluated by average market-to-book value of the companies. Regression 
analyses were employed in order to examine the relationship between brand equity and firm’s 
performance. Previous research shows that brand equity can be expressed numerically in terms of 
both financial and customer perceptions and attitudes. As a result, the end result of this study shows 
that strong brand equity can lead to a significant increase in profitability and lack of brand equity 
in hospitality firms can damage potential cash flow. This means if a marketer in hospitality firms 
does not strive to improve customer-based equity, the marketer should expect declining revenue 
over time. 
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Abstract 

This paper focuses on the transient properties associated with etiquette, building trust and loyalty 
with guests. Understanding proper etiquette provides context for alignment of service with the 
establishment whereby guests are more open to suggestive selling from the employee. Etiquette is 
intertwined with increasing sales and decreasing guest dissatisfaction. 

Keywords: sales, etiquette, guest loyalty, dissatisfaction, alcoholic beverages 
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Abstract 

This study examines how board characteristics (structure and diversity) and executive 
compensation related to ESG (Environmental – Social – Governance) affect corporate 
environmental policy adoption and environmental disclosure.  Based on data for S&P 500 
companies retrieved from Bloomberg, we use hierarchical regression to explore sequentially the 
effects of three sets of independent variables (firm characteristics, board characteristics, and 
executive compensation) on the extent to which firms adopt environmental policies and disclose 
information on environmental practices and performance.   

The link between environmental management and corporate performance has been researched for 
decades.  Porter and van der Linde (1995) argued that improving environmental performance 
reduces waste, increases productivity, and improves corporate performance; conversely, Walley 
and Whitehead (1994) argued that the costs associated with improved environmental performance 
are so high that firms rarely realize any financial benefits.  The empirical evidence in support of 
the view that “it pays to be green” is mixed.  In a meta-analytic review of the literature, Albertini 
(2013) provides some insight about the contradictory findings.  She acknowledges that the 
environmental construct is measured by a number of variables that can be categorized into one of 
three types:  (1) management, (2) performance, and (3) disclosure.   

The impact of environmental disclosure has been addressed in the environmental accounting 
literature.  Clarkson, et al. (2013) found a positive association between environmental performance 
and voluntary environmental disclosures consistent with economic drivers.  Lyon and Shimshack 
(2015) established that media-generated sustainability rankings had a significant effect on 
shareholder value (i.e., highly rated firms experienced abnormal stock market returns after the 
disclosure of rankings).  And Cormier and Magnan (2015) found that a firm’s legitimacy has a 
mediating effect on the relationship between environmental disclosure and financial markets (i.e., 
on the quality of financial analysts’ earnings forecasts).    

Researchers have also explored how governance factors (i.e., board characteristics) affect 
voluntary environmental disclosures.  Ben-Amar and McIIkenny (2014) found that the 
effectiveness of the board (as measured by an index that considers director independence, 
CEO/Chair split, etc.) is positively related to participation in the Carbon Disclosure Project (CDP).  
Liao, et al. (2015) concluded that board gender diversity (percentage females) is strongly 
correlated with both the propensity and level of disclosure on GHG (greenhouse gas) emissions 
(CDP report) and that board independence is positively related to the propensity of disclosure.  
Ben-Amar (2017) found that the likelihood of voluntary climate change disclosures increases as 
the percentage of women on the board increases.  Our study follows along these lines of inquiry.      
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We use data for S&P 500 companies retrieved from Bloomberg via the Financial Analysis, 
Environmental, Social and Governance function. These data, collected in early 2016, are for FY 
2015. Since companies are not required to disclose information on environmental policies, 
practices or performance, Bloomberg compiles these data from publicly available sources.  Given 
the varying degrees of transparency among firms voluntarily reporting this information, 
Bloomberg determines and provides an “E” disclosure score (using a proprietary method).  The E 
Score (Environmental Disclosure) can range from 0 (no disclosure) to 100 (full disclosure).  For 
S&P companies, the range is 1.55 to 82.17, with a mean of 27.23.   

Bloomberg also provides dichotomous (Yes=1; No=0) data representing company adoption of nine 
different environmental policies (Energy Efficiency, Emissions Reduction, Water Use Reduction, 
Sustainable Packaging, Waste Reduction, Green Building, Climate Change, Biodiversity, New 
Product Impact on Climate Change). In order to represent the extent to which a firm adopts 
environmental policies, we create a new variable for each company (Environmental Policy 
Adoption) by summing across the policies, dividing by 9, and multiplying by 100.   

We use hierarchical regression to explore sequentially the effects of three sets of independent 
variables (firm characteristics, board characteristics, and executive compensation) on each 
dependent variable (Environmental Policy Adoption and Environmental Disclosure).  As done in 
previous research, we control for the firm characteristics of industry, size (number of employees), 
risk (debt/assets), and ROE (5 year average return on equity).  The board characteristics included 
in the model relate to structure and diversity.  We use the number of independent directors, CEO 
duality (CEO who is also Chairman), percentage of women on the board (gender diversity) and 
the board’s age range (age diversity).  Bloomberg provides a variable on whether or not executive 
compensation is linked to ESG. We use this to represent executive financial incentive to be 
proactive on sustainability.  Since it is reasonable to assume that any effects due to governance 
may be lagged, we use data from fiscal year 2013 for the variables related to board characteristics 
and executive compensation. We implement the hierarchical approach by fitting three regression 
models for each dependent variable.  Changes in R-Squared are evaluated using an F-test as per 
Cohen and Cohen (1980).   

With respect to Environmental Policy Adoption, the changes in R-Squared between the first and 
second estimated regression models (F=12.73) and the second and third estimated regression 
models (F=10.79) are statistically significant (at α = 0.01). This indicates that the sequential 
addition of independent variables (board characteristics to firm characteristics and executive 
compensation linked to ESG to board and firm characteristics) adds significant explanatory power, 
with the final model explaining about 30% of the variability in the dependent variable.   Controlling 
for significant effects due to industry and firm size, an increase in the number of independent 
directors and percentage of women on the board positively impacts the extent to which 
environmental policies are adopted; age range of the board has a negative impact.  Moreover, 
providing a financial incentive to executives by linking compensation to ESG goals increases the 
extent of environmental policy adoption. 

With respect to Environmental Disclosure, again the changes in R-Squared between the first and 
second and between the second and third estimated regression models are significant at α = 0.01, 
with F=17.80 and F=15.13, respectively.  The full model explains about 33% of the variability in 
Bloomberg E disclosure scores.  In terms of significant predictors, the results are identical to what 
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we find for the dependent variable Environmental Policy Adoption.  That is, controlling for the 
significant effects due to industry and firm size, the number of independent directors, percentage 
of women on the board, and providing executive compensation linked to ESG all have a significant 
positive effect on voluntary environmental disclosure; age range of the board has a negative 
impact.   

Our results are congruent with prior research on how governance factors affect voluntary 
environmental disclosures in that we too find empirical evidence for a positive impact due to board 
independence and gender diversity.   It also extends prior research in several important ways.  First, 
we consider how governance factors affect the extent to which firms adopt environmental policies.  
Our findings suggest that the same board characteristics that affect disclosure also impact 
environmental policy adoption, which we find to be highly correlated with disclosure (r = 0.746; 
p-value < 0.0001). Second, we use data for S&P 500 companies from a different source 
(Bloomberg) than other studies, which focus exclusively on the CDP.  Third, no prior study has 
considered the effects of board characteristics and executive compensation linked to ESG goals on 
voluntary environmental disclosure (or environmental policy adoption).   Our results suggest the 
importance of financially incentivizing the pursuit of goals linked to ESG.   

Keywords: environmental disclosure, environmental policy, board structure, board diversity, 
executive compensation, S&P 500, ESG 
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Abstract 

This study is meant to bring about a thoughtful group discussion on the challenges to the food 
service industry as it relates to the handling and preparation of foods by cooks and bakers.  The 
Center for Disease and Control (CDC) estimates that 1 in 6 Americans get sick from contaminated 
foods and beverages every year and that over three thousand will die (CDC, 2018).   The American 
Culinary Federation is looking into the European Union, where they are taking the lead with 
licensing, which is becoming required more than ever (Santé, 2017).  According to Chef Kinsella, 
CMC, CEC, AAC (2017). “I honestly believe that both the federal and state governments will 
require licensure in the near future. The rationale behind this is quite simple: The  highest 
number of food poisoning incidents in the United States today is in foodservice establishments.  
The most effective way to curtail food contamination and ensure the preparation of healthy foods 
will be licensure.” The purpose of the study is to have an open discussion with hospitality 
professionals, culinary instructors, restaurant owners, dietary specialist, and hospitality students.  
Discuss the pros and cons of licensing for foodservice workers and what might be the impact on 
the foodservice industry in general. 
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Abstract 

The study investigates how Millennials’ select restaurants when they eat out. Based on an in-depth 
literature review, semi-structured interviews were developed and data was collected via face to 
face semi-structured interviews with 50 Millennials. Interviews took from 10-45 minutes, were 
tape recorded and transcribed. The findings suggest that millennials’ demographic characteristics 
such as gender and education influence their food choices. Millennials often prefer quick, 
convenient, and inexpensive food, close restaurants to their home or workplaces. Interestingly, 
they claimed to pay attention to healthy eating but their reported eating practices and restaurant 
selection options did not fully support their claims. The research findings offer interesting 
theoretical and practical implications. 

Keywords: millennials, eating behavior, restaurant selection, qualitative research 
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Abstract  

The cruise industry in China is undergoing rapidly development. Nevertheless, current researches 
are just in the initial stage. Therefore, it becomes critical and urgent to discuss in depth how to 
enhance the recognition and satisfaction and loyalty of Chinese tourists. Based on the perspective 
of service-dominant logic, the purpose of this study was to shed light on a better examining of the 
formation process of loyalty behavior of Chinese cruise tourists. The empirical results indicated 
that customer participation (CP) positively influenced service personal values (SPV), customer 
satisfaction (CS) and as well as customer loyalty (CL). SPV have significant and positive impact 
on CS as well. Moreover, the study also finds that collectivism has a strong positive effect on CP. 
Price sensitivity negatively moderates the relationship among CP, CPV, CS, and CL. Finally, 
practical contributions to the Chinese cruise industry and theoretical contributions to the literature 
were discussed. Overall, findings from this study offer constructive suggestions for cruise 
companies in China to upgrade their competitiveness. 

Keywords: cruise tourists; customer participation; service personal values; customer loyalty; price 
sensitivity 
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Abstract 

The proposed conceptual paper considers the phenomenon of 'fake news' in the context of travel 
and tourism. ‘Fake news’ are described as fictitious information which is produced to appear as 
credible evidence, therefore designed with a deceiving purpose (Brennen, 2017). The term has 
gained momentum and greater attention in the recent years due to diffusion of Information and 
Communication Technologies, digital media and the popularity of numerous social platforms 
reaching out and connecting people across the globe. The power of ‘fake news’ has demonstrated 
to have a vast impact and implications on public matters. An example often cited is the latest U.S. 
political elections held in 2016, where the effects of fabricated stories played a primary role in the 
outcome of the elections, with false reports and information seriously challenging the more 
traditional and recognized media sources (Allcott & Gentzkow, 2017). 

The term ‘fake news’ has been associated to: news satire and parody, manipulation, fabrication, 
advertising, and propaganda (Tandoc, Lim, & Ling, 2018). As the term appears not to be 
universally accepted, Allcott and Gentzkow (2017) further include: intentional reporting mistakes; 
rumors that do not originate from a particular news article; conspiracy theories; satire that is 
unlikely to be misinterpreted as genuine; false statements by politicians; and reports that are biased 
or misleading although not absolutely false. This evidence clearly shows the discussion around the 
term and its use is unquestionably dynamic and represents a controversial topic.  

The tourism sector cannot be ignored amidst this social global phenomenon, being tourism a sector 
highly dependent on information and an incessant originator of new information, shared and 
consumed by millions of people worldwide (Werthner, Koo, Gretzel, & Lamsfus, 2015). In the 
wake of the latest facts from various contexts, ‘fake news’ has the potential, for instance, to impact 
opinions, expectations and behavior of tourism consumers; the manipulation of information could 
also be used -to different extents - to the benefit or detriment of tourism operators or destinations.  

The paper briefly reviews the literature on the topic of ‘fake news’. At the time of conducting the 
literature review, academic sources were available in the areas of politics, journalism, sociology 
and computer science. This supports the need for specific research applied to the tourism field, 
hence originated the scope of this study. The review of practical evidence also leads to identify 
and include examples of ‘fake news’ in the travel and tourism industry. The research undertaken 
finally leads to categorize four areas of importance: a) Ethical considerations; b) Marketing of 
tourism organisations; c) Impact on tourist’s perception and behavior and; d) Issues on security 
and regulation of ‘fake news’ in travel and tourism.  

The proposed paper represents the first piece of research attempting to better understand the 
phenomenon of ‘fake news’ in the travel and tourism context. Therefore its main aim is exploratory 
in nature and it attempts to raise consideration and encourage discussion about several conceivable 
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implications related to users (visitors and tourists), tourism organisations and marketers, on both 
theoretical and practical aspects around the diffusion of the phenomenon at the center of this 
abstract. The paper gives academics and practitioners a foundation for envisioning the current and 
future state of ‘fake news’ and the challenges in the travel and tourism industry. 

Keywords: ‘fake news’, tourism marketing, e-tourism ethics, on-line security and regulation 
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Abstract 

The cruise industry is one of the smallest industries and one of the fastest growing sectors, 
achieving more than 7.2% growth per year since 1980 and more than 100% in 2011.  Even though 
the industry has recorded significant growth, security and safety issues are a major threat to the 
industry’s future growth and profitability (Baker, 2013). According to Lipcon, Margulies, Alsina 
and Winkleman (2016), 448 major cruise ship accidents were reported from 2005-2016. Recent 
tragic accidents on cruise lines have raised public concern about cruise line safety measurements.  
The purpose of this study was to examine how cruise ships’ safety measures influence passengers’ 
sense of security and purchase decision.  The three major safety risks in the Cruise Ship Industry 
are 1) The risk of an external/internal attack on passengers and crew, 2) The risk of on Water 
Technical Malfunctions, Accidents, and Fires, and 3) The risk of Having Medical/ Health Issues 
among Passengers and Crew.  The results indicated that: 1) cruise ships’ safety measures 
influenced passengers’ sense of security, 2) cruise ships’ safety measures will influence 
passengers’ purchase decision , and 3) passengers’ sense of security will influence passengers’ 
purchase decision.  

Keywords: cruise, safety, passenger, security, purchase, decision  
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Abstract 

Controlling noise level in restaurant settings becomes particularly important in today’s 
environment.  Unpleasant sounds in restaurant settings erode customer satisfaction and the 
complaints about noise level in restaurants have been accelerating. According to Zagat’s 2010 
America’s Top Restaurants Survey, noise level ranked number two in customer complaints. 
However, in 2014, the noise level complaints became the top complaint in Zagat’s 2014 America’s 
Top Restaurants Survey (Zagat, 2014).  Thus, the purpose of this study was to investigate the 
relationship between soundscape noise level and customer satisfaction in a restaurant setting. 
Soundscape refers to background sounds, physical sounds, and situational sounds in a restaurant 
setting (Hodgson, Steininger, & Razavi, 2007).  This study showed background and physical 
sounds do not influence customer satisfaction.; however, situational sounds do influence customer 
satisfaction. 
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Abstract 

The news media suddenly became awash with breaking news headline. Coincidentally on 22nd 
February 2018, another set of ‘unspecified’ numbers of young schoolgirls were reportedly 
kidnapped by unnamed insurgent group(s). Also, by the end of the day, the Transparent 
International (TI) released its report (Corruption Perception Index-CPI) with Nigeria lowly placed 
at 148th of the 180 countries examined. In view of this, we investigate the joint significant impact 
of three different corruption indices and insurgency on tourism in Nigeria. A monthly data 
spanning 2005M01 to 2016M12 is employed. Using an ARDL econometric approach and 
controlling for inflation, the model significantly adjusts with a speed of 1.28% to long-run 
equilibrium. Both the social protection and quality of public administration indices showed long-
run positive significant evidence of tourism receipts while the reverse is the case for fiscal policy 
rating. Similarly, insurgency exhibits a long-run significantly negative impact on the tourist 
receipts which translates to the performance of the industry. These indicators aggregate the 
performance and sustainability of tourism destinations. As a policy implementation pathway, 
Nigeria government and security stakeholders should rejig their counter-insurgency efforts to 
attain the country’s goal of enhancing a buoyant and sustainable tourism industry. 

Keywords: tourism performance; corruption; insurgency; sustainable tourism destination; 
Nigeria; ARDL model approach. 
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Abstract 

Today, with rapid developments in information and communication technologies, customer 
satisfaction and loyal customer concepts gain importance. The need for customer retention efforts 
with people increasingly demanding, more selective and more emotional satisfaction has led to the 
execution of customer-focused work by the accommodation enterprises. It is crucial for the hotel 
management to be in constant communication with customers to establish permanent relations with 
them and to personalize this communication for each customer, to be able to accurately determine 
the preferences of the customers, and to be able to provide value to the customer. The main point 
in the management of the customer relationship management is to analyze the information obtained 
as a result of mutual (individual) interaction with the customer; to develop appropriate product and 
marketing strategies in line with customer behaviors, habits, needs and preferences. To this end, 
enterprises are needed to better understand consumer expectations and how they have shifted from 
product-focused to consumer-focused in order to offer products / services that create added value. 
In order to be able to gain loyal customers by providing customer satisfaction, and keeping pace 
with rapidly increasing competition, tourism enterprises are looking for ways to successfully 
compete by using knowledge gathered from customers themselves. Collection of customer 
information provides opportunities for the organization to understand purchasing behaviors of 
customers and helps to provide the customer preferred products and services. In that context, 
customer comments that indicate their feelings and opinions about their experiences are still seen 
as important data for tourism operators.    

Considering rapid development of social media and user generated comments on the Internet, 
enabling transmission of knowledge rapidly, is being utilized, and relative decrease in the 
traditional UGC applications in hospitality industry, it can be argued that the paper-based comment 
cards used in hotel operations can still be regarded as a valuable feedback source of big data that 
is useful for the hotel management. Comment cards are a common way of obtaining customer 
feedback. This relatively short pencil and paper-based questionnaires allow customers to complete 
and return them at their convenience. It is of great convenience and secure return options, for 
example, hotel guests can simply put it on the make-up desk after filling out or they may use drop 
box, placed in the hotel. This is also useful tool for hotel guests who do not want to provide 
feedback in person. Further, there is still questions with regard to whether they are real or fake. 
Hence, in this present study, the real comments that hotel management sure about they were being 
received by actual guests were used. 

The paper-based comment card is widely utilized and considered to be an effective feedback tool 
used by hotel management to understand customer expectations. Tourism enterprises use customer 
comment cards developed in their own organization to access desired data, including the feelings 
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and thoughts of the customers. Yet, to make customer feedback useful for hotels, comment cards 
must be properly designed, implemented, and analyzed. Customer comment cards used for 
measuring the customer satisfaction may differ in the types of questions they contain. Even if 
hotels use different design of comment cards, a common feature of many comment cards include 
an overall rating section which allows customer to generally evaluate an organization by using a 
predefined aspect rating section. The overall rating, however, does not contain any information 
about the customer's view of a specific feature of a service or product, and also employs predefined 
aspect ratings that limit the customer to specific features. In many cases, rather than directly 
considering the rating of a review, the content of the review gets the foreground. In light of this 
weakness, this paper proposes a novel aspect rating prediction technique to assign ratings to each 
comment card review. Sentiment analysis methods can be applied for such a case. 

Automatically identifying and analyzing subjective information from natural language texts is 
called sentiment analysis, or opinion mining. The goal of sentiment analysis is to detect opinion, 
identify the sentiments people express by classifying the contextual polarity of a given text. The 
polarity can be positive, negative or neutral. In general, sentiment analyses are examined at three 
levels: document, sentence and aspect. In document level classification, it is possible to reveal the 
positive or negative feeling that dominates the whole of the document; in sentence-level, analysis 
can show positive, negative and neutral feeling in each of the sentences. In aspect level, directly 
focusing on the opinion itself is possible. In this level of analysis, the goal is to discover the feelings 
and or properties of the entities. If in a text document which contains positive opinion about an 
entity, it can be argued that whole properties of this entity have positive sentiment. In this study, 
we considered aspect level because we need to find out all aspects of the entity and whether the 
perception of each aspect positive or negative. 

The sentiment analysis techniques can be used to analyze the overall rating of a given review 
(Asghar, 2016; Gupta et al.,2010; Martin, 2017), however, supervised learning was used in all 
these techniques. Supervised learning in sentiment analysis for rating prediction uses a training 
set, composed of previously defined rating and text pairs. The system is designed by the training 
set and the accuracy of the system is tested with this training set. However, some customer 
comment cards, because of the poor question designs, only allow for writing reviews and do not 
have rating fields to fill. In such case supervised learning-based sentiment analysis techniques are 
not useful for generating rating from the review. In the present study the authors propose a method 
for generating ratings for a given review by using the popular classifier Naïve Bayes. There have 
been many text classification techniques, proposed for supervised learning such as Support Vector 
Machines (SVM), K-Nearest Neighbor (KNN), Naïve Bayes and many others. In text 
categorization, Naïve Bayes classifier, which is a probabilistic classifier based on the Bayes 
theorem, is commonly-used. Despite its simplicity and strong assumptions, the Naïve Bayes 
classifier has been proven to work satisfactorily in many domains. In Naïve Bayes, the basic idea 
is to find the probabilities of categories given a text document by using the joint probabilities of 
words and categories. We, thus, decided to use a classification strategy Naïve Bayes (NB) because 
an advantage of Naïve Bayes is that it only requires a small amount of training data to estimate the 
parameters necessary for classification (Webb et al,2005; Cheng et al,2002). In current study, two 
different Naïve Bayes classifiers are used for implementing the predictions of both polarity and 
aspect of a given comment. The metrics recall and precision are measured to evaluate the accuracy 
of our classifiers. We also used k - fold cross validation technique while evaluating these two 
metrics. The proposed approach generates a rating using the polarity of comment and probabilities 
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of aspects in a given text. According to the probabilities of aspects, comments aspect rating values 
are attempted to determine and these aspect rating values are showed as star ratings. 

Our proposed model consists of three modules, namely ‘Prediction of Sentiment Polarity’, 
‘Prediction of Aspect’ and ‘Aspect Rating Value Determination’. Generally, with our proposed 
system, when new hotel comment card review is given as input to the system, firstly pre-processing 
(removing numbers, punctuations, stop words etc.) period is performed. The comment which is 
preprocessed is given to the Naïve Bayes classifier which is trained with positive and negative 
labelling dataset for predicting sentiment polarity. If the comments’ sentiment polarity is positive, 
the comment is given to the Naïve Bayes classifier which is trained with manual labelling fifteen 
different positive aspects, for predicting aspect. If the sentiment of the comment polarity is 
negative, the comment is given to the Naïve Bayes classifier which is trained with manual labelling 
fort-two different positive aspects, for predicting aspect. Most of the comments we used in this 
study have only one positive or negative aspect. Comment probability is calculated based upon all 
aspects. Highest aspect probability value is determined as comment aspect. Comments’ sentiment 
polarity and aspect probability which is determined by Naïve Bayes classifier is used for aspect 
rating value determination. First, according to the sentiment polarity of the comment whether the 
rating is negative or positive is uncovered. Next, the aspect polarity of the comment probability is 
used for predicting the rating value. As the comments having aspect probability value between 0-
100%, we proposed a scale for determine comments star rating. We made a pilot test to make sure 
the extent to which the system works or not by gathering raw data - about 2,000 paper-based 
reviews - from a large-scale hotel - located in Kuşadası, Turkey. XYZ hotel was selected because 
their response quality toward receiving comments was mentioned by hotel management as poor. 
We then obtained permission from the same hotel management in which we carried out pilot test, 
to analyze more paper-based written comments or complaints. We used three thousand and one 
hundred sixty-six comment cards for the analysis, collected by the hotel staff, in the period of June-
September, 2016. 

The contribution of this study is as follows; (1) be faster on customer feedback by making it 
possible to automatically summarize existing or new arrived customer comments for hotel 
management, (2) propose a new rating assignment mechanism for comments that have no ratings. 
The present study is of important insights since it combines traditional text approach and aspect 
rating prediction. Findings of the study can contribute to the hospitality literature, focusing on 
speed and accurate service recovery efforts. Moreover, although the use of comment cards in resort 
hotels has become limited, this study contributes to the emerging research field of traditional 
paper-based comment cards analysis. An important implication of our findings for hospitality 
industry is that hotel managements can improve service failures through quick and accurate 
feedback analysis. Hoteliers might use these analyses to reveal their errors in a short period based 
on the analysis of their guests’ feedback. Thus, given the practical implications, hotel management 
might find this study useful in their management of guest feedback. As such, resort hoteliers can 
adopt our proposed model into their service processes. To do so, it is possible to integrate the 
proposed model into online customer review area on the web site of the hotel so that the web site 
can automatically response to the customers as if feedback is given from the hotel customer service 
(real hotel staff). In this respect, it is assumed that the proposed model is likely to fill this gap in 
the resort hotel industry. 
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There are several limitations associated with this study. First one is with regard to number of 
comment cards used for analysis. Hence, it will be more reliable for testing more reviews. Second, 
this study focused on one resort hotel, located in Kuşadası, Turkey. Thus, future research can use 
guest comments from various hotels, for example business hotels, or holiday villages. Third, data 
analysis was based on the reviews received within a timeframe of three months. So, it would be 
beneficial to get feedback dating back longer time periods. Fourth, the classification of customer 
comments according to the dominant aspect in customer reviews. In the future, this study can be 
extend based upon multi aspect comments.  
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Abstract 

There have been several researches on the impact of terrorism on tourism decision-making process, 
crisis management in terrorism-related destinations; however, there is no emphasis on motivations 
of tourists who insistently visit destinations currently being affected by serious terrorist attacks. 
Although Turkey has been suffering from terrorist attacks for the last decades, especially in 2016, 
the country was still visited by many foreign tourists this year. More importantly, there were 
serious attacks on tourist groups by terrorists in Turkey in 2016.  This research aims to find out (1) 
the underlying motivations related to German tourists to choose Turkey (2) the factors that 
encourage them in their vacation decision-making process, and thus it will be beneficial to tourism 
literature by providing empirical evidence to the conceptual decision-making process and 
practically help industry professionals. 

The study focuses on German tourists visiting Turkey in 2016 since Germany is the top country 
sending tourists to Turkey this year. Although previous studies suggest that risky destinations are 
usually substituted by relatively safer ones (Sönmez & Graefe, 1998; Baker, 2014), there were 
about 26 million international tourists visiting Turkey. In the same period, 3,716,584 German 
tourists visited Turkey, which means Germany is the top country sending tourists to Turkey in 
2016. Here, the unfortunate suicide bomb attack that directly aimed at German tourists in İstanbul, 
Turkey on 12 January 2016 must be especially emphasized because this sad event killed eleven 
tourists, and ten of those were German. 

When all these come together, in the light of the related literature, Turkey should not have had 
tourists in 2016 since it might not be attributed as a safe country because of heavy and frequent 
terrorist attacks, so it was a risky tourism destination. There was another point that could 
discourage tourists to visit there: Turkey had frequent and random terrorist attacks, and according 
to Pizam and Fleischer (2002), frequency of terrorist acts has a larger impact on tourism demand 
compared to severity. Turkey has been suffering from terrorism for many years and 2016 was a 
bloody year for the country. However, there is a reality shown by statistics which indicates Turkey 
had 3,716,584 German tourists and at total 24,050,056 tourists in 2016 despite everything. Overall, 
it is important for a country whose economy heavily depends on tourism industry to find out the 
factors that encourage tourists to choose the destination although it seems risky and discovering 
the motivations and reasons of German tourists is the main aim of this study. 

The sampling frame consisted of individuals who were German and who had either visited Turkey 
before or for the first time in 2016 since Germany was the top country sending tourists to Turkey 
that year. It was important to sample both tourists who either visited Turkey before or not because 
it was thought that there might be a difference in their risky decision according to destination 
knowledge beforehand. 
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A-multiple-step study method including in-depth interviews was used. In literature, it is possible 
to find out many studies focusing on the effects of terrorism or political turmoil to tourism demand 
(Henderson 2003; Pizam 1999; Sönmez 1998). However, a study that shed light on why some 
tourists still visit countries that have security problems inside could not be found. As a result, it 
was necessary to launch an in-depth interview to get the points to focus on deeply for an 
exploratory research (Johnson, 2002).  

Since that was an exploratory research, there were not any available sample researches to guide 
the researchers, so it was necessary to create research questions by taking the related literature into 
consideration for the current study. To launch in-depth interviews, eight questions, mainly about 
price, travel experience, information search and source, and motivations of decision-makers, were 
prepared by the researchers and those questions were sent to three different domain experts in 
faculties to be able to increase the validity. After the feedback, the necessary modifications were 
made to the questions, and it was highly important to find the suitable time to start the field study, 
and 8 of March 2017 was decided as the start point since there was International Tourism Bourse 
-ITB- top tourism fair in the world, in Berlin, Germany. One of the authors went to Berlin to be 
able to initiate the field studies.  

On the first day of Berlin visit, there was the opportunity to start an in-depth interview with a 
Turkish citizen who has lived in Germany for almost thirty years and has been working as a travel 
agent organizing cultural tours to Turkey. He was in his fifties and he was a true field expert to 
lead us during this exploratory process thanks to his great experiences in the mid of German and 
Turkish tourism industry. Another reason for him to be a perfect guide is the friendship between 
the author and the participant. Thus, the interview was held during a sincere dinner and it took 
about three hours. All the eight questions were asked, and the answers were both satisfying and 
supporting, which was important to increase the validity of the research questions.  On 8 of March 
2017, the second in-depth interview was held in Berlin with a German citizen who had been to 
Turkey eight times before. The participant was an engineer and he was 52 years old, and the 
interview took about an hour. He was eager to talk about his travel experience and decisions 
because he was a true Turkey- lover, as he uttered many times during the interview.   

Since 8 of March 2017 was the beginning of ITB International Tourism Bourse, it was not difficult 
to find people suitable for the target group in the fair. During ITB Berlin- 08-12 March 2017- the 
fair was visited, and some small conversations were held to catch a glimpse from the people 
around, but, of course, these small conversations could not last long since people were not eager 
to attend a research while they were there to wander around for their dream holiday. Since that 
was not the first visit of the author to ITB, it was easy to observe that there were not as many people 
as the previous years to visit Turkish tourism hall. Another important point during the fair was to 
witness a propaganda which aimed to give people the message not to visit Turkey. After this 
incident, it was more important to talk to people who were still visiting the hall of Turkey.  

After these two in-depth interviews and small conversations in Berlin, the researcher returned to 
Turkey, and the second step of the study started. At first, an in-depth interview with an English 
couple living in Kuşadası for many years was set. The aim was to make sure about the validity of 
the research questions and to see if there was something missing by comparing the answers of that 
family for two reasons (1) they were from a different nation and (2) they were permanent residents 
in Turkey. That interview took about an hour and the answers were really like the ones obtained 
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until that time, which meant the study was going in the right direction. It was now time to start a 
series of in-depth interviews. 

A five-star hotel in Kuşadası which was an important location for German tourists was chosen to 
reach and set new interviews with target groups while they were on holiday in Turkey. This hotel 
was important for the study because they have a great number of German tourists- both repeaters 
and new comer guests- every year. Another important point was that the Guest Relations Manager 
of this hotel was volunteer to participate actively in the study because she had been working in the 
same hotel for almost 15 years, so she knew every guest very well, she could set timing between 
the researchers and target groups, and since she was born in Germany she spoke German as fluently 
as her native language. All these reasons made the Guest Relations Manager of the hotel – an 
industry professional, as well - a great moderator for the interviews to be held. Participants were 
selected by the manager according to the conditions of becoming eager. 

Between 5 of June 2017 and 16 of August 2017, seven in-depth interviews with 32 tourists, twenty 
repeat guests and twelve new comers were achieved. The medium of instruction was German with 
the help of the bilingual moderator since it is believed that people can explain their ideas best in 
their native language. These interviews were held separately, and they were in the hotel to make 
the participants feel relaxed. The first interview in the hotel was held with a group of five repeat 
German tourists and after this interview, the necessity to modify the research questions for 
repeaters emerged. In the rest six interviews, the research questions were directed to the groups 
separately and differently by considering whether they were repeaters or new comers. Each 
interview took about 45-55 minutes. Apart from the last interview, all interviews were organized 
with German guests. The last interview was held with four tourists- two of them were Dutch and 
the other two were Belgian- since it was aimed to create a control group and see if the factors of 
this research could stand still. After all, the control interview did not release any surprising results. 
Since all the answers were more and more similar day by day, it was thought that the field study 
could come to the end. 

After each in depth interview, the moderator and author took notes to summarize the key points in 
interviews since none of the participants let voice recording for safety reasons, which was another 
important signal showing their negative perception of Turkey in terms of safety. ‘I do not want to 
be recorded because I do not think that Turkey has intellectual freedom, I might be jailed for what 
I say so If you insist on recording, I will have to cease the meeting and leave here…’, said a 
participant in group in-depth interviews. All the summaries and key points were collected to create 
content analysis of the study. Key words for the study were created in the light of the data obtained 
in the field by the authors and the related literature.  

After analyzing the first two in-depth interviews held in Berlin and one interview with a couple in 
Kuşadası, eight main content-driven codes were created by different coders. In doing so, after the 
series of group in-depth interviews, a group of seven researchers in college was created and they 
worked on code development process together in the office, but each created code separately. This 
process took about two hours and surprisingly not much happened to the number of codes only 
two main new codes were added and agreed on.  

At total, nine codes were created in two stages. In the first stage, coders defined the codes broadly 
whereas in the second stage codes were defined more specifically. Codes created were as risk 
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perception, family, price, social media, cost-value, unique values of destination, intercultural 
communication, hedonism and religion. However; the development of categories and themes in 
the light of created codes is still continuing. According to the preliminary results, it was necessary 
to classify the guests according to their visiting experience, which means whether it was their first 
visit to the destination or not. It is also thought that codes can be subdivided into two subcategories 
as economic and non-economic. It seems logical to incorporate economic reasons into a single 
category. Under this category; price, cost-value and all-inclusive seem to be appropriate. It is also 
possible to collect non-economic reasons in three categories: decision-making process (risk 
perception and family), information source (social media and intercultural communication), and 
experience (hedonism, religion and uniqueness of destination). 

Keywords: crisis, security, turmoil, tourism  
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Abstract 

Sustainability Reporting is, according to the literature, the practice of measuring, disclosing, and 
being accountable to internal and external stakeholders for the company’s ability to achieve 
sustainable development goals and manage impacts on society. Along this line, sustainability 
reporting includes environmental aspects (such as raw materials, energy, water, biodiversity, air, 
suppliers, products and services, and transportation) as well as social aspects (such as labor 
practices, human rights, customer health and safety, respect for privacy, bribery and corruption, 
public policy competition, pricing, and corporate citizenship). In this sense, one of the main 
important areas of research is constituted by the agriculture and food industry: agricultural 
sustainability is a growing concern for the general public, taking into account agriculture’s 
considerable use of land, water, and other natural resources. According to Topp-Becker et al 
(2017), in effect, “in response to this concern, companies have started to publish sustainability 
reports to highlight sustainable practice”; however, the results of their survey in 2017 show that 
“sustainability reporting is limited among companies involved in the agri-food supply chain”. At 
the same time, literature on Sustainability Reporting generally relies on narrative and quantitative 
analysis whilst it could be fruitful to adopt also methodologies which encompass and encapsulate 
visual mechanisms (see Jane Davison work, from 2007 on). Bringing together these two issues of 
research, the paper develops an analysis of the visual content of a leading producer of palm oil in 
Malaysia; the findings are important because they shed light on a under-developed industry (the 
agriculture) using an innovative mechanism (visual images). 
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Abstract 

Tourism Industry is one of the world‘s important economic activities due to its fastest growing 
elements in the global trade (Kim, Chen and Jan, 2006; Balaguer and Cantavella, 2002; Parrilla, 
Font and Nadal, 2007; Ishikawa and Fukushige, 2007). For some countries and destinations, 
tourism is an economic sector where growth and survival are dependent on (Brida, 
Monterubbianesi, and Zapata-Aguirre, 2011; Cole & Morgan, 2010). The internal situation, 
political instability and war that Colombia faced with guerrilla for more than 50 years, had a 
negative impact on the image of the country. Colombia was recognized as an unsafe destination 
and international travelers avoid it (Gómez, 2002; Ortiz, 2002). Which had have a big impact on 
the economy for many years, tourism industry just contributed around 2.75% of the country’s 
GDP. The government signed the peace agreement with Fuerzas Armadas de Colombia, FARC, 
on November 2016 to improve the internal situation and the growth of the economy. It is expected 
that the signature of the peace agreement will have a positive impact on the tourism industry. 
Colombia has great opportunities to expand its tourism offerings, the country has many attractive 
sceneries and landscapes, diverse flora and fauna, weather diversity, wide outdoor activities, 
ecotourism.   Researchers aim to understand the influence of peace agreement on the intention to 
visit Colombia, analyzing the impact of tourism information and destination image on intention to 
visit. It is expected that peace agreement will improve the selection of Colombia as a tourist 
destination for international travelers. 
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Abstract 

China – as the fastest expanding hotel market in the world – is currently experiencing a serious 
labor shortage. Talent management and innovative human resource management to enhance 
retention are the urgent needs in the China market. Exploring collaboration barriers may allow 
both universities and hotels to develop sustainable internship programs. The purpose of this study 
was to identify the barriers which impede hospitality internship programs. A qualitative research 
design with projective technique was conducted to elicit the underlying three themes of barriers 
perceived by industry practitioners from China’s Tier One cities. Three barriers impact on quality 
internship in China are environment, industry partnership, and coordination challenges. Practical 
and theoretical implications were addressed.  

Keywords: hospitality internship; talent management; barriers management; human resources 
management; hospitality education 
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Abstract 

The ability to be an effective leader consists of a set of traits and skills that have long been sought 
after as the key to success. Capability, knowledge, skills, and intelligence are common qualities in 
a leader, and while these are necessary, they may not be foundational. Much research has been 
done to gain a glimpse into what exactly makes a leader great, and over the years, many things 
have stood out as important factors such as confidence, inspiration, integrity, open-mindedness 
and many more like traits. However, even when a leader possesses these traits, there still seems to 
be an aspect that is missing from the mix; an intangible trait that Peter Salovey and John D. Mayer 
first referred to as Emotional Intelligence in 1990. They considered emotional intelligence to be 
"a form of social intelligence that involves the ability to monitor one’s own and others’ feelings 
and emotions, to discriminate among them, and to use this information to guide one’s thinking and 
action." (Mayer & Salovey, 1990) 

Emotional intelligence has become a key factor in the success and effectiveness of corporate 
leaders over the past few decades. Once it was seen that an increase in the qualities of emotional 
intelligence in a leader resulted in a direct increase in the team cooperation, team building, 
positivity in the corporate atmosphere, and overall success in leading others toward a compelling 
vision over a substantial period of time, the importance of emotional intelligence became clear. 
Great leaders are not simply one dimensional in quality and skill but also possess the added 
dimension of relational and emotional intelligence to their abilities, character and intelligence that 
puts them at the top of their field. 

Daniel Goleman, the psychologist and Harvard graduate, to whom the majority of recent research 
on emotional intelligence is contributed, put it this way: 

“The most effective leaders are all alike in one crucial way: they all have a high degree of what 
has come to be known as emotional intelligence. It’s not that IQ and technical skills are irrelevant. 
They do matter, but…they are the entry-level requirements for executive positions. My research, 
along with other recent studies, clearly shows that emotional intelligence is the sine qua non of 
leadership. Without it, a person can have the best training in the world, an incisive, analytical mind, 
and an endless supply of smart ideas, but he still won’t make a great leader” (Goleman, 1998). 

After understanding the importance of emotional intelligence, the natural response would be to 
look for leaders that possess the traits and competencies that make up high emotional intelligence. 
However, in order to know these things, there has to be a standard, and a tool against which to 
measure and categorize the traits and competencies in an individual. There are two ways that 
emotional intelligence can be measured. The first trait-based tool we used to measure the innate 
traits that one possesses is the Schutte’s Self-Report Emotional Intelligence Test (SSEIT) that was 
developed by the contribution and research of Dr. Nicola Schutte of New England University, and 
this measures the aspects of emotional intelligence that are a result of nature and are traits that a 
leader is born with. The second tool we used, the Leading Dimensions Profile (LDP) which was 
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developed by Douglas Waldo and associates at Leading Dimensions Consulting, LLC, looks into 
the competency-based model which explores the ways that traits can be built upon and improved 
through training and practice. Competencies can be learned, while traits are preexisting and inborn.  

It is valuable to know if emotional intelligence be further developed and cultivated in an individual, 
or if is it merely a result of nature and thus developmentally limited, or if it is a fluid combination 
of the two. If the first is true, and if emotional intelligence can be learned and refined, a huge 
window of opportunity presents itself regarding self-development and awareness in leadership 
effectiveness. Anyone can become a great leader if we can develop a process through which to 
learn the traits and then a means of measuring the resulting increase.  

A data group of 60 individuals were chosen to explore the possible correlations between trait based 
and competency based emotional intelligence factors in order to determine how the development 
of emotionally intelligent characteristics can occur in aspiring and existing leaders to further the 
effectiveness and success of the individual and their work environment. The data pool was required 
to complete two surveys: the SSEIT which measured competency-based emotional intelligence, 
and the LDP which measured trait-based factors and the degree to which each trait existed in each 
individual. 

This paper explores the relationship between emotional intelligence and the traits that are naturally 
present and those that are a result of learning, development and environmental factors. We are 
seeking to address the objective of improving leadership abilities and to explore the needed tools 
to develop rising leaders. The correlations that we are exploring between these two sets of data 
points could help further inform of the possibilities of self-improvement in the workplace. The 
more emotional intelligence is understood, the more opportunity will be had for leaders to be better 
equipped to face the issues that are present in the teams that make up the corporate atmospheres in 
which they lead. 
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Abstract 

Acts of violence continue to increase in all areas of our lives.  There are many forms of violence 
that employees, customers, and others who come into contact with an organization at a work site 
and even outside a workplace may be exposed to.  Today, more than ever, the population has 
become even more aware of and oftentimes victims of behavior and actions that cause them harm, 
both physical and mental.  Of course, workplaces come in all sizes and industries and may be profit 
or not-for-profit.  Post offices and other governmental agencies, organizations in industries such 
as manufacturing, construction, mining, transportation, education, entertainment, food, and sports 
have all experienced violent workplace behavior—no occupation or industry is automatically 
exempt.   

In various studies, diverse occupations have been reported as being dangerous.  For example, in a 
2016 article published in the New England Journal of Medicine, it was reported that the most 
dangerous profession to work in is healthcare where it’s been reported that nearly 75% of 
workplace assaults occurred in a healthcare environment (Lebron, 2017).  The National Institute 
for Occupational Safety and Health (NIOSH) in 2016 agreed that the greatest risk for nonfatal 
violence is among healthcare and social assistance workers, but NIOSH also reported that the risk 
for fatal violence is higher for workers in sales, protective services and transportation (NIOSH, 
2017).   

Not all incidents involve shootings but serious violent incidents have steadily been in the news.  In 
an FBI report reviewing active shooter incidents between 2000 and 2013, the FBI data indicated 
that the largest number of active shooting incidents were in workplaces and other commercial 
buildings (43%), followed by educational facilities (22), open spaces (13), government buildings 
(11%), residences (5%), health care facilities (3%) and houses of worship (4%) (Reynolds, 2018).  
Every organization is someone’s workplace, and it is obvious that any workplace and any type of 
worker may be potentially involved in a violent incident.   

According to the U.S. Bureau of Labor Statistics, approximately two million American workers 
have reported they are victims of workplace violence each year (Lebron, 2017; National Safety 
Council, 2018).  Unfortunately, this number has increased by a million in approximately the last 
two decades compared to a report in 1997 on the number of non-fatal workplace assaults annually 
(NIOSH, 1997).  This number is also likely much higher today given that non-fatal injuries and 
illnesses have been found to be underreported (Lebron, 2017).  Workers may not report an assault 
out of fear or for a number of other reasons, and in some cases employers may discourage the 
reporting of incidents because of the resulting publicity.  According to NIOSH, there are four 
categories of workplace violence:  criminal intent, customer/client, worker-on-worker and 
personal relationship, which overwhelmingly targets women (National Safety Council, 2018). 

Workplace violence is any situation that may increase in intensity and threaten the safety of any 
employee, have an impact on any employee’s physical and/or psychological well-being, or cause 
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damage to company property (Minor, 1995; NIOSH, 1997).  According to OSHA, this includes 
any act or threat of physical violence, harassment, intimidation, or other threatening disruptive 
behavior at a work site and can range from threats and verbal abuse to physical assaults and 
homicides (Lebron, 2017).   

Much attention has been given to severe physical violence at work and several analyses have been 
conducted surrounding such well-known incidents as the U.S. Postal Service shooting in 1986, 
violence at Columbine High School in Colorado in 1999, the Virginia Tech shootings in 2007, the 
Fort Hood massacre in 2009, the assassination attempt on Congresswoman Gabrielle Giffords and 
the shooting of 18 others during that incident in 2011, and the Sandy Hook Elementary shooting 
in Newtown, CT in 2012.  Many of the more recent violent incidents will no doubt also be similarly 
examined:  The San Bernadino mass shooting in 2015, the San Francisco UPS Warehouse killings 
in 2017 along with the mass shootings in Las Vegas, NV and Orlando, FL and the First Baptist 
Church in Sutherland Springs, TX all in 2017, and more recently the mass shootings at Marjory 
Stoneman Douglas High School in Parkland, FL in 2018.  These violent behaviors can create health 
and safety concerns and result in safety legislation violations and criminal charges.  It has been 
reported that the rate of mass shootings in the U.S. has tripled since 2011, according to a study by 
researchers at the Harvard School of Public health and Northeastern University (Reynolds, 2018).  
However, it is not just mass shootings and death in the workplace that are concerns.  Other forms 
of violence, assaults, and threats have also made going to work difficult.  In addition to physical 
injuries, psychological violence is a major form of trauma and includes many long-term harmful 
behaviors and verbal abuse that have become commonplace in our lives, both within and outside 
the workplace.  Psychological violence can also result in a high degree of emotional damage as 
victims are subjected to verbal abuse, various forms of bullying, intimidation, coercive and other 
rude behaviors. 

As previously noted, every organization is a workplace for someone and every organization needs 
to address workplace violence; the costs are high.  Companies and employees suffer many losses 
due to workplace violence, such as low productivity, sick days, impaired judgment, low morale, 
etc.  Of course, there are also legal reasons beyond the costs involved that organizations need to 
address violence.  The Occupational Safety and Health Act (OSHA) has a General Duty clause 
that requires employers to provide a safe and healthy workplace for all workers who are covered 
by the Occupational Safety and Health Act.  Reasonable actions must be taken to diminish or 
prevent violence and other hazards in the workplace.  As reported by Stone and Hayes (1995), a 
workplace violence policy defines an organization’s position and practices as they relate to any 
behavior manifested at work by one or more individuals against others that threatens, or attempts 
or actually inflicts physical harm.  A company should conduct a self-assessment to determine what 
type of policy is necessary.  This may include conducting climate surveys concerning employees’ 
opinions regarding issues relating to workplace violence.  An effective policy should clearly define 
acceptable and unacceptable behaviors and should  (1) set standards of expected behavior; (2) 
develop a mechanism for employees to report any problem situation; and (3) include procedures 
that supervisors and others should follow to prevent and respond to problem situations (Stone & 
Hayes, 1995).  Creating emergency action plans, conducting training exercises with local law 
enforcement, adopting a zero-tolerance workplace violence policy, and training employees on not 
just the above but also on understanding warning signs are all examples of actions that need to be 
developed and implemented (National Safety Council, 2018).  Effective programs should evolve 
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from the organization’s basic policy regarding violence, intimidation, bullying, harassment and 
other unacceptable behaviors at work.   

This paper will discuss the current state of workplace violence in its diverse forms along with steps 
employers can take to reduce their chances of experiencing workplace violence.  Organizational 
cultures can become toxic and strategies are needed to modify and manage abusive behaviors.  
Policies and strategies will be discussed in this paper along with training and support programs 
necessary to reduce the effects of violent incidents. 
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Abstract 

This study examined the relationships between perceived organizational support, organizational 
commitment, and job satisfaction.  Previous research findings substantiated a strong positive 
relationship between perceived organizational support and organizational commitment, as well as 
perceived organizational support and job satisfaction (i.e., Ahmed, Nawaz, Ali, & Islam, 2015; 
Bogler & Nir, 2012; Byung & Maqbul, 2003; Rhoades & Eisenberger, 2002; Wnuk, 2017).  
However, studies in these areas are often limited by samples that target specific sectors and 
industries.  This study sought to expand the research through the utilization of a more generalized 
sample of the population to determine if employees in the United States exhibited similar 
relationships between perceived organizational support, organizational commitment, and job 
satisfaction.   

When employees perceived that their organization supported them, it provided an important 
advantage for the business (Riggle, Edmondson, & Hasen, 2009). This support was crucial when 
considering the dynamics of the company’s relationship to their workers, who are viewed as a vital 
resource needed for success (Riggle et al., 2009). Perceived organizational support has been 
viewed as an exchanged relationship, which has applied the rule of reciprocity that obligated the 
person to a reciprocity norm. This norm returned the favorable treatment of support and care by 
the other party, thus leading to potential beneficial outcomes for both parties (Gouldner, 1960; 
Rhoades & Eisenberger, 2002). Congruent with organizational support theory, other social 
exchange theories, such as the goal-setting theory and the expectancy theory, have been shown to 
produce mutually beneficial outcomes for the organization and the employee (Campbell, Perry, 
Maertz, Allen, & Griffeth, 2013; Maertz, Griffeth, Campbell, & Allen, 2007; Rhoades, 
Eisenberger, & Armeli, 2001; Shore & Wayne, 1993; Wayne, Shore, & Liden, 1997).   

Organizational commitment is the relative strength that an individual identifies within an 
organization. Organizational commitment is developed through a perceived responsibility to help 
the organization achieve its objective and is influenced by positive norms of reciprocity (Blau, 
1964; Cropanzano & Mitchell, 2005; Gouldner, 1960). Organizational commitment that has been 
manifested in enhanced service delivery has also been shown to have a direct relationship to 
achieving perceived organizational support (Vijay & Michael, 2007).  Motivational and attitudinal 
constructs of organizational commitment have revealed correlations between an employee’s 
commitment to the organization and the employee’s behavioral acts within the organization 
(Byung & Maqbul, 2003).   

According to Robbins & Judge (2009, p. 65) job satisfaction, was defined as “a positive feeling 
about one’s job resulting from an evaluation of its characteristics.” Job satisfaction, as it relates to 



 

 255 

perceived organizational support, resulted in the feelings that occur when an employee evaluated 
the characteristics of his or her job (Newman, Nielson, Smyth, Hooke, 2015).  Studies suggested 
that increased job satisfaction led to higher organizational commitment and, therefore, improved 
organizational success (Oshagbemi, 1997). Bogler and Nir (2012) examined the importance of 
perceived organizational support to job satisfaction among teachers and found that perceived 
organizational support had a significant influence on both intrinsic and extrinsic elements of job 
satisfaction (Bogler & Nir, 2012).  Similar studies have indicated that emotional, behavioral, and 
cognitive components of job satisfaction had a significant relationship with perceived 
organizational support (Wrunk, 2017; Newman et al., 2015). 

The current study contained data that utilized the online survey program SurveyMonkey.com, 
which obtained the sample panel of participants and administered the survey. The criteria to 
participate in the study included 1) subjects who were required to be older than 18 years of age, 
and 2) subjects who were required to be familiar with the use of internet technology. Of the 581 
surveys collected, 577 were determined to be unusable after data cleaning removed cases with 
missing demographic data (age and gender). Most subjects were male (67.8 percent), with a mean 
age of 43 years old. The majority of the subjects tended to have some form of college education 
(56.8%), worked an average of 39.5 hours per week, and had been employed by their organization 
for an average of ten years 

A simple regression analysis was conducted in SPSS and affirmed perceived organizational 
support was a significant positive predictor of both organizational commitment and job satisfaction 
when utilizing a broad sample base.  These findings suggested that as the levels of perceived 
organizational support increased, the levels that an employee was satisfied with their job and their 
commitment to the organization also increased. The findings implied an organization’s favorable 
treatment of employees resulted in beneficial outcomes for the organization that may have included 
an employee’s obligation to assist the organization in achieving its objectives, increased concern 
for the organization’s welfare, retention of  employees, and increased productivity (Rhoades & 
Eisenberger, 2002; Wnuk, 2017). These results strengthened previous research on the positive 
relationship between perceived organizational support, organizational commitment, and job 
satisfaction (e.g., Ahmed et al., 2015; Wnuk, 2017). 

This study was limited by problems that are inherent of survey data, including response biases and 
social desirability biases (Klazema, 2014). Since the survey data capture a single point in time, it 
may not hold true for a long period, resulting in the limited generality of findings (Leedy & 
Ormrod, 2016). The single question item used to measure job satisfaction may have limited the 
study findings by not providing a ‘balanced scorecard’ measure of several dimensions of a 
construct (Dugdale & Jones, 1997).  Future research may want to consider different job facets, 
such as those described in the Job Descriptive Index (Smith Kendall, & Hulin, 1969).  

Subjects were required to use SurveyMonkey.com, thus limiting the population of interest to those 
who are familiar with internet technology and the survey website. It may be informative for future 
research to examine the relationships between perceived organizational support, organizational 
commitment, and job satisfaction across a variety of communication technologies.  Areas for future 
research may also include areas that reach beyond social exchange theories to cross-cultural 
differences. This area of research could be beneficial in understanding the relationships between 
perceived organizational support, organizational commitment, and job satisfaction.  Differences in 
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power distance, as well as a short-term and long-term orientation at the organizational level, may 
also shed light on variables that influence perceived organizational support, organizational 
commitment, and job satisfaction. 

Keywords: expectancy, exchange; reciprocity  

References 

Ahmed, I., Nawaz, M., Ali, G., & Islam, T. (2015). Perceived organizational support and its outcomes. Management 
Research Review, 38(6), 627-639. 

Blau, P. M. (1964). Exchange and power in social life. New York: Wiley. 
Bogler, R., & Nir, A. E. (2012). The importance of teachers' perceived organizational support to job satisfaction. 

Journal of Educational Administration, 50(3), 287-306. 
Byung, H. L., & Maqbul, J. (2003). An empirical study of organizational commitment: A multi-level approach. 

Institute of Applied and Behavioral Management Quarterly, 177-192. 
Campbell, N., Perry, S., Maertz, C., Allen, D., & Griffeth, R. (2013). All you need is ... resources: The effects of 

justice and support on burnout and turnover. Human Relations -New York-, 66(6), 759-782. 
Cropanzano, R., & Mitchell, M. S. (2005). Social exchange theory: An interdisciplinary review. Journal of 

Management, 31, 874–900. 
Dugdale, D., & Jones, C. (1997). Accounting for throughput: Techniques for performance measurement, decisions, 

and control. Management Accounting, 75(11), 52-56. 
Gouldner, A. W. (1960). The norm of reciprocity: A preliminary statement. American Sociological Review, 25, 

161–178. 
Leedy, P. D., & Ormrod, J. E. (2016). Practical research: Planning and design (11th ed.). Upper Saddle River, N.J: 

Prentice Hall. 
Maertz. C.P., Griffeth, R.W., Campbell, N.S., & Allen, D.G. (2007). The effects of perceived organizational support 

and perceived supervisor support on employee turnover. Journal of Organizational Behavior, 28, 1059–
1079. 

Newman, A., Nielsen, I., Smyth, R., & Hooke, A. (2015). Examining the relationship between workplace support 
and life satisfaction: The mediating role of job satisfaction. Social Indicators Research, 120(3), 769-781. 

Oshagbemi, T. (1997). Job satisfaction and dissatisfaction in higher education. Education & Training, 39(8), 354-
359. 

Rhoades, L., & Eisenberger, R. (2002). Perceived organizational support: A review of the literature. The Journal of 
Applied Psychology, 87(4), 698-714. 

Rhoades, L., Eisenberger, R., & Armeli, S. (2001) Affective commitment to the organization: The contribution of 
perceived organizational support. Journal of Applied Psychology 86, 825–836. 

Riggle, R., Edmondson, D., & Hansen, J. (2009). A meta-analysis of the relationship between perceived 
organizational support and job outcomes: 20 years of research. Journal of Business Research, 62(10), 1027-
1030. 

Robins, S.P. and Judge, T.A. (2009). Organizational Behavior. Prentice Hall, New Jersey. 
Shore, L. M., & Wayne, S. J. (1993) Commitment and employee behavior: Comparison of affective commitment 

and continuance commitment with perceived organizational support. Journal of Applied Psychology 78, 
774–780. 

Smith, P. C., Kendall, L. M., & Hulin, C. L. (1969). The measurement of satisfaction in work and retirement: A 
strategy for the study of attitudes. Oxford, England: Rand McNally.  

Vijay, K., & Michael, J. M. (2007). A framework for the development of organizational commitment using action 
learning. Retrieved from http://files.eric.ed.gov/fulltext/ED504566.pdf. 

Wayne, S. J., Shore, L. M., & Liden, R. C. (1997) Perceived organizational support and leader-member exchange: A 
social exchange perspective. Academy of Management Journal 40, 82–111. 

Wrnuk, M. (2017). Organizational conditioning of job satisfaction. A model of job satisfaction. Contemporary 
Economics, 11(1), 31-44. 

  



 

 257 

 
 
 
 
 
 
 

Innovation & Entrepreneurship 
  



 

 258 

Using the 2030 Goals to Create Global Perspective When Teaching in 
Business and Innovation 
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Abstract 

In February 2018, one of the authors attended the Congresso in Havana, La Universidad y La 
Agenda 2030 para el Desarrollo Sostenible where the UNESCO goals of 2030 were central to the 
conference. Presenter after presenter explained what their university or their country was doing to 
make headway on these goals. It was clear from the poster sessions, papers, panels, and in the 
Rectors’ forums that the community of nations represented in the program were committed to 
learning and teaching about these goals in the classroom. This was a largely Hispanic and 
Portuguese conference with a few English speakers. The delegations were from all over the world, 
but largely, the Southern. 

Social Product Innovation 

It was very motivating to the authors to find this support as it is used by the authors, co-professors 
in Design Thinking for Social Product Innovation (DTSPI) classes. In DTSPI, students are exposed 
to the 2030 objectives early on. The seventeen goals are referred to as buckets. The idea of the 
bucket is important as a bucket can contain lots of things. One of the most important parts of 
innovation is looking at a large problem and making it smaller and smaller until you finally get 
down to a single focus, or, a single person. You must make it small and actionable. 

The students in DTSPI are first asked to explore a bucket. This is easily started as each bucket has 
background information within the UN website as well as basic information available for students 
online to begin the research process. Students often use this background information to investigate 
and then to help decide what bucket or goal they wish to pursue. If a student starts to investigate 
bucket number 6, clean water and sanitation, and chooses to focus on water, for example, they will 
quickly learn there are issues of quality and quantity to be considered. 

Issues of quantity could be addressed by drilling wells if there is a strong subterranean aquifer of 
clean water running beneath or near the community. Another method is the collection and 
maintenance of water for places that have sufficient annual rainfall but must endure a long dry 
season like much of Central America. There are sails and other devices to collect water out of 
humid air when it cools as in when the air is going up a mountain or when it is cooled mechanically. 
Desalinization is another area of exploration to add more quantity. The point is to explore all areas 
and then narrow down over the duration of the course. It is discussed in more detail below. 

To continue to explore one goal, to get an idea of the depth these buckets/goals have, students 
could look at the cleaning of water which could include cleaning water from a river or a drying 
lake bottom. Or, they could explore cleaning water of simple debris from a borehole in East Africa.  
Another option could be filtering the biological contaminants from a well near a farm in South 
America or using a bio sand filter. Similarly, cleaning water of biological contamination using 
clay-fired filters made with rice or coffee hulls could be explored. Use of individual filters such as 
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life straw, or some of the osmosis or pressure-based filters is another possible solution. The idea 
is to explore a variety of options. 

The list could go on for pages dealing with arsenic, heavy metals, minute parts of plastic, drugs 
and other chemicals that may be present. The students quickly learn there is not one answer for 
everyone and that for each person or community the change may need to be incremental. The 
students soon begin to question their own actions in pouring things down the sink or contaminating 
so much water each time they flush a toilet, or with long showers and a great deal of soap. If the 
goal is to open minds to empower them to think in new ways, the UNESCO 2030 goals are a 
powerful tool. 

The 2030 goals offer a unique way to explore the globe and various locations that are very different 
from your own. Students are asked to select a country from the base of the economic pyramid and 
to focus on the bucket or goal they have chosen in that country. They are then asked to do a video 
introduction of that goal in the country of choice using video footage or pictures they can find 
online to create a powerful short video of their own to look at the size of the gap. 

After the video, they are asked to develop a panel that is familiar with the country and hopefully 
the goal or bucket that has been identified. The panel could include, but is not limited to, the 
following: 

1. Residents of the country experiencing the problem. 
2. Residents that have not experienced the problem. 
3. Ex pats living in the country. 
4. Residents of the country living in the United States. 
5. International students from that country. 
6. Experts in the problem area wherever they are located. 
7. People located though dedicated social media groups for the country or for the 

identified goal. 
8. People who have worked in the subject country as volunteers, business or 

government. 

The goal in 2018 was to develop a panel of 25 of these people who would keep in touch through 
email, What’s App, Skype, Facebook, LinkedIn, Group Chats, etc. While not all achieved this 
goal, many learned a lot about their country in reaching out to others to be on their panel. In some 
cases, they found that nationals did not think about the problem in the same way. In many cases, 
they found that working on this problem was not a major priority.  In trying to communicate with 
potential panel members, most students were led to a deeper understanding of the country they 
were studying. 
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Figure 1. UNESCO 2030 goals 

Conclusion 

The 2030 goals are serious business on a worldwide basis. They are also very stimulating to 
helping students think in new ways and from new perspectives. You can use them to broaden your 
students’ experience of the globe, and certainly of markets and business opportunities. It has been 
an education learning from others. The Conference in 2018 in Havana was an eye opener. 
Hopefully these cases of how used in classes will help the reader think of ways to use the 2030 
goals to enrich their students’ experiences. 
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Abstract 

Social Entrepreneurship (SE) initiatives are the primary method of entry for community 
development projects in small towns and villages in developing nations. Several organizations and 
corporations in the United States of America have embraced Social Entrepreneurship in their 
Corporate Social Responsibility (CSR) plans. This study conducts a comprehensive review of best 
practices of SE incorporating Project Management techniques in order to develop a new SE 
methodology and instructional program. In addition to developing a SE Project Management 
Model (SEPMM) and SE Project Management Instructional Plan (SEPMIP), this study presents 
two cases from real applications of Social Entrepreneurship abroad. The cases were carefully 
selected to reflect the natural challenges and significant impact of projects designed to solve an 
urgent need and, at the same time, empower the local community and a local entrepreneur –or 
leader- to develop and implement them in the future. The size and level of investment were not of 
consideration but the relevancy of such initiatives in the lives of a small community and how the 
project manager, from the sponsoring organization, can benefit from current Project Management 
knowledge and techniques to improve the effectiveness of the project and avoid scope creep or 
other common pitfalls of projects with limited resources.  

The first case is World Hope, is a relief and development organization with outreach to 15 of the 
poorest countries in the world. The projects of community development include the following 
areas (World Hope International, 2018): 

1. Clean water for those who thirst 
2. Opportunity for entrepreneurs 
3. Education to those without 
4. Freedom to survivors of slavery 
5. Food security for the hungry 
6. Emergency aid to those in need 
7. Health support for the sick and vulnerable 

The second case is PacMoore, a food manufacturing company with a particularly unique mission 
of helping small communities abroad with projects of social impact (PacMoore, 2018). The second 
case difers from the first one in terms of organizational structure; however, it serves as a significant 
example of how Social Entrepreneurship (SE) is applied to smaller, although vital, projects abroad 
managed by the local population, and they become a priority to the entire firm.  

Miller, Grimes, McMullen and Vogus (2012) define Social Entrepreneurship as “the process of 
employing market-based methods to solve social problems” (p.460). Furthermore, Santos (2012) 
sees SE as “the pursuit of sustainable solutions to neglected problems with positive externalities” 
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(p. 335). Dacin, Dacin & Matear (2010) even present 37 different definitions of Social 
Entrepreneurship from the existing literature in the academic world. It is clear that SE can have 
different interpretations, orientations, and applications in a variety of projects and initiatives. There 
are, however, methodologies that are more effective than others. Another unique aspect of a SE 
initiative is its purpose that can be translated as a particular type of Scope and Project Charter. 
Smith and Woodworth (2012) and Yiu, et al (2014) point out the altruistic nature of Social 
Entrepreneurship and their impact in communities around the world. With that particular 
orientation in mind, adjustments were made to traditional Project Management techniques and 
processes designed for social impact in small communities in developing nations. 

Important contributions to the field of SE and Project Management are one of the main objectives 
of developing the SE Project Management Model (SEPMM) and SE Project Management 
Instructional Plan (SEPMIP) by adapting and incorporating the main Project Management Process 
Groups (PMI, 2017) such as: Initiating, Planning and Scheduling, Implementing, Controlling, and 
Closing.  

Careful consideration was made to the curriculum design of the SE Project Management 
Instructional Plan (SEPMIP) based on best-practices in SE initiatives, Project Management 
methodologies, and the Author’s experience managing and designing similar programs in a variety 
of instructional settings and universities in the USA and abroad. It incorporates the Author’s 
experience living and managing projects in developing nations and studies that evaluate Project 
Management Training programs beyond instructional design, including its congruency and 
commitment towards the field of Project Management (Rooji, 2011).  The program also shows 
how Project Management is traditionally taught as part of the larger field of Operations 
Management in most colleges and universities in the USA. This element is essential for the 
validation of the content of an intensive training program of this nature. Ravinder and 
Kollikkathara (2017), in a recent comprehensive study of the area of Project Management in 
colleges, found that its coverage under Operations Management is limited and outdated. 

The SE Project Management Instructional Plan (SEPMIP) incorporates optimal course designs and 
platforms for virtual courses and interactions from and to the sponsoring agencies and the field 
project manager. It discusses current best-practices in creating projects of virtual courses including 
Marciniak’s (2017) phases for the design of online courses and how to create a project for this type 
of instructional development. Instructional ideas are gathered from different cultures and countries 
in order to optimize the content, delivery, and overall design of the training program that will be 
offered to the field manager, the local entrepreneur, and how all the main stakeholders of the 
project will intereact during the differen stages. Stages follow the traditional Projec Life Cycle 
from conceptualization to execution. 

The Project Management Body of Knowledge (PMI, 2017) makes a clear distinction between a 
traditional manager or administrator and a Project Manager (PM) in these terms:  

Typically, the functional manager focuses on providing management oversight for a functional or business 
unit. Operations managers are responsible for ensuring that business operations are efficient. The project 
manager is the person assigned by the performing organization to lead the team that is responsible for 
achieving the project objectives (p. 52). 
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The focus of the SEPMIP is to enhance the capabilities of the field Project Manager and assist the 
final owner, or local entrepreneur, to lead and improve the SE initiative in order to be self-
sustainable and successful. The SE Project Management Model (SEPMM), on the other hand, 
covers the structural aspects of the project itself and presents specific recommendations on how to 
assess the success and Project Value of the SE initiatives. Also, it lists methods to monitor the 
project and create simple forms of reporting to the sponsoring agencies or firms for further 
assistance in the future, debriefing, and Project Learning. Furthermore, the SEPMM and the 
SEPMIP will serve as valuable tools for teaching Project Management in Operations Management 
courses and other business training in the USA and abroad. There is a clear need to bring innovative 
teaching techniques in a virtual course design for the dissemination and understanding of essential 
Social Entrepreneurship structures and Project Management techniques. The field of Social 
Entrepreneurship will benefit from the interaction with other disciplines closely related to Project 
Management such as: Risk Management and Assessment, Quality Assurance, Engineering 
Economics, and Change Management.    

Keywords: project management, social entrepreneurship, community development, project 
management education, project management skills, corporate social responsibility.  
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Abstract 

The purpose of this research is to examine business relations in the global economy with the 
objective to understand better what constitutes good corporate citizenship. The evolution of 
corporate social responsibility has changed how businesses manage corporate governance. Factors 
that define and measure whether businesses are operating successfully in the global economy as 
good corporate citizens are unclear. Each year, dozens of articles are published and numerous 
prizes are awarded for corporate social responsibility, however, there exist no agreed upon 
definition of good corporate citizenship (Locke, 2003). This research focuses on organizational 
design elements that constitute corporate social responsibility for businesses operating in the 
global economy. A review of the literature on corporate social responsibility identified four models 
for designing a corporate governance structure that constitutes elements of good corporate 
citizenship. This paper outlines evidence-based research for businesses operating in the global 
economy as good corporate citizens. Results aim to advance research on business relations in the 
global economy by understanding better business’s participation in the global economy. Implicit 
in the four models of corporate social responsibility is performance beyond corporate performance 
(Locke, 2003). In conclusion, good corporate citizenship includes adding value to society beyond 
corporate performance. 

Keywords: corporate citizenship, corporate social responsibility, business relations, corporate 
governance 
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Abstract 

Project management plays a crucial role in the success of any business enterprise (Gale, 2009). 
The successful execution of a project depends on the competency of the project manager, the 
proper application of management tools and techniques, and the organizational support systems in 
place, among others (Gale, 2009). Industrial case studies on project management provide excellent 
inputs in terms of best practices to adopt that helps manage projects better and at the same time 
provide valuable lessons learned in terms of pitfalls to avoid that would prove detrimental to ensure 
project success. This case study examines the effectiveness of different project management tools 
and processes utilized during a complex multi-million dollar installation which includes a bottling 
line running at 400 bottles per minute, by a packaging machinery manufacturer.  

In this specific case of a turn-key project, the manufacturer in context was responsible for 
engineering, manufacturing several pieces of equipment, procuring third party equipment, 
logistics, installation, integration, testing and project turn-over to the client. In order to ensure 
successful execution, the main challenges in managing a project of this scale are dealing with and 
reacting to unforeseen problems, reliance on different departments, vendors, contractors, customer 
demand and scope change on the one hand; while simultaneously trying to stay on schedule and 
within budget without sacrificing quality on the other. The fact that we are a global company and 
some of the equipment was built in different facilities in different countries only magnified the 
complexity of this project.  

Research analysis was performed first looking at the project initiation and planning stages and a 
list of all applicable techniques were generated. The generated project plan was then compared to 
the actual execution of the project to identify all the occurrences where the schedule and plan 
deviated from the original. Next, all the triggers for the divergences were listed along with the 
decision making process or tools and the type of decisions that were made. Subsequently, the time 
and cost impact of each decision were identified. During the actual execution and control phases, 
some decisions needed quick responses and had to be made on the spot with no time to do any 
assessment of their impact. Such decisions are categorized as: i) decisions that needed quick 
reaction time mostly within hours, and ii) decisions that allowed more time to process and analyze 
usually at least 24 hours or more. Analysis of the data during the execution phase indicated that 
about 80% of decisions fell into the first category (decisions had to be made very quickly) with 
the remaining 20% of the decisions falling into the second category (where we had more time to 
make the decisions).   Further analysis of the decisions in the second category led to the 
identification of tools utilized, and most of them were related to cost and time tradeoff analyses 
and particularly crashing where we looked at the lowest-cost approach to reduce or make up time. 
These techniques were then applied on the first category of decisions to validate whether the 
decisions based on the data analysis would match up with the actual ones made on the spot. 
Surprisingly (and thankfully) most decisions we came to using the cost and time tradeoff analysis 
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matched up with the actual decisions made. Finally in the control phase, every incident that caused 
changes in lead time and cost were carefully examined and compared to the actual data. It turned 
out that 95% of the incidences were captured during the project and dealt with within couple days. 
If the incident was caused by outside factors, for example vendor delays, we were able to recoup 
associated costs if the issue was raised and captured right away. Obviously for some of the delays 
happened with our organization being responsible leading to reduction in our margins. 

The results of the analyses clearly showed that the initiation and planning phases are the most 
critical from the project success standpoint. The Quoting Department carefully defines the scope 
of the project which becomes a legal contract. We found that while generating a promised 
completion duration timeline, the process was not consistent in how the lead times were 
determined. In this case, the Quoting Department did not use the critical path method to give a 
realistic time frame for project completion. Additionally, we have to provide a lead time without 
knowing the exact start date of the project.  When we quote a large project, we do not know when 
the contract will be awarded to us. Even if we receive an estimated start date from the customer, 
by the time the contract is drafted, revised and signed by both the parties, our available resources 
can change because of other commitments. However, due to the highly competitive bidding 
process we cannot change the lead time, scope or sales price.  Due to these variables, another 
important useful tool would have been the Program Evaluation and Review Technique (PERT) 
where the uncertainties are captured and integrated into the analysis to give management a better 
understanding for the chances of completing the project on time and under budget. (Boyer & 
Verma, 2009). 

During the execution and control phase, the cost and time tradeoff analysis tool is very important 
(Boyer & Verma, 2009).  If there is no time to utilize it before the decision, it has to be applied 
after the fact. This tool allows the project manager to capture the cost and time impact, and to 
monitor the progress of the project. If there are major impacts the project manager needs to raise 
the flag and advise the client and management so they can plan for contingencies.  Documenting 
every scope change, extra cost, extra time and the reasons behind them is important as well. This 
document will help the project manager to justify time and budget increases to management and 
the client, and also in recouping costs from suppliers and contractors should they be responsible 
for the delays and changes. 

In conclusion, the results of this study prompted management to implement the Program 
Evaluation and Review Technique (PERT). This tool is the most effective to anticipate 
uncertainties in project duration and develop contingency plans, and will be utilized in managing 
projects in future.  

Keywords: packaging, bottling, installation 
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Abstract 

One of the most remarkable aspect about service businesses is value co-creation. The service 
product/process is co-created by the customer and the service provider together. Customers 
provide their time, effort, information & knowledge, and resources besides active engagement in 
the design and delivery of the service that they are actually paying for (Dong et al., 2015). 
Accordingly, customers in service settings are not merely consumers but also partners that take a 
variety of roles during the service creation. Thus, from the service provider’s perspective, it is 
critical to effectively and efficiently manage the participation of customers in service design and 
delivery.  

Extant research has considered various management philosophies, perspectives (the marketing, 
human resource management, and operations management) and practices to manage the behavior 
and interactions with the customer (Mustak et al., 2016). However, none of the studies have used 
the service design level structural choices such that by design the service processes are 
participatory and thus during the delivery, the participation is managed precisely and effectively. 
Thus, the question remains unanswered how can service firms design their processes that lead to 
effective customer participation in the value co-creation?  

The purpose of this article is to develop and empirically test a design-based framework for 
managing customer participation efficiently and effectively in co-creating the overall value in the 
service organization. Using the structure-conduct-performance paradigm and role theory, we 
employ the concept of service modularization (structural design choice) (Pekkarinen & Ulkuniemi, 
2008; Voss & Hsuan (2009) and customer training and education (infrastructural design choice) 
(Damali et al., 2016) as a potential way to analyze and manage the participation of customers 
(conduct) (Sampson and Spring, 2012) in the service value creation (performance). Based on the 
contingency theory, we also study the potential role of service modularization as the moderator in 
the relationship between customer training & education and effective customer participation.  

In order to test the proposed relationships, empirical quantitative technique will be used. A 
questionnaire survey would be employed to collect the data. Our target sample would be the firms 
from multiple service industries with Pakistan. All the standard practices of survey research 
including pretesting, multiple key respondents, follow-ups, etc will be undertaken as suggested by 
Dillman et al. (2009). Moreover, the measures for service modularity, effective customer 
participation, customer training & education and operational performance are adopted from 
existing research (Cheng & Shiu, 2016; Damali et al., 2016; Sampson & Spring, 2012; Vickery et 
al., 2016). 

Keywords: service modularity, service design, customer participation, customer training and 
education, empirical 
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Abstract 

Aimed to serve the Peer-2-Peer market, the shared rental housing platform (hereinafter referred to 
as the “Short-term rental platform for tourism”) has been flourishing in recent years, and attracted 
extensive attention from the business community and academia. However, the research 
mainstream mostly focused on the business models, the issues in the development process, and 
consumer motivation, etc., but ignored the impact of personal information of merchants (such as 
merchant photos) on consumers’ purchase behavior. Furthermore, very limited study has 
investigated their relationship by the empirical methods. 

In view of the existing research deficiencies, this article takes use of the Face Process Theory and 
the Cue Utilization Theory. From the perspective of corporate practice, this study selects the 
merchant photos and the merchant reputation which occupy important position in the short-term 
rental website interface, initial trust, and consumers’ purchase probability as variables. It addresses 
the impact of social impression perception which based on merchant photos and merchant 
reputation on consumers’ purchase probability, the mediated role that initial trust played in the 
relationship between social impression perception, merchant reputation and consumers’ purchase 
probability. 

After collecting 302 valid scenario-based questionnaires from online and offline, we firstly used 
SPSS 20.0 for modeling test. Results shows that the key four constructs ,i.e., social impression 
perception, merchant reputation, initial trust and consumers’ purchase probability have good 
discriminant validity. Secondly, the average variance extracted (AVE) values of each variable, the 
factor loading of all items, and the Cronbach’s alpha for all measures predicting convergent 
validity and good reliability. Thirdly, we reported the respondents’ demographics. Lastly, we 
conducted hierarchical regression to evaluate the hypothesized relationships among the constructs 
in our proposed model.  

 
Figure 1. Proposed model 
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The results of data analysis suggest that: (1) both photo-based social impression perception and 
merchant reputation have positive impact on consumers’ purchase probability, while social 
impression perception is a more significant and stronger predictor; (2) initial trust partially 
mediates the relationships between social impression perception and consumers’ purchase 
probability, and between merchant reputation and consumers’ purchase probability, specially, both 
social impression perception and reputation positively influence initial trust, and initial trust has 
positive impact on consumers’ purchase probability; (3) there is interaction effect of photo and 
reputation on initial trust. 

The findings provided several theoretical and managerial implications. On the one hand, from the 
perspective of the Face Process Theory, the relationship among photos, initial trust and purchase 
probability were interpreted, thus this study extends the application scope of the theory. On the 
other hand, this paper firstly explores the role of initial trust in Peer-2-peer short-term rental 
platform, and examines the combination of photos and reputation, which also confirms the 
interaction effect between independent variables, accordingly enriches existing research in a sense. 
Merchants and marketing practitioners should endeavour to manage photos and improve reputation 
scores, thus enhancing consumers’ initial trust and promoting their purchase probability 

Keywords: P2P short-term rental platform, merchant photos, perceived social impression, 
reputation, initial trust 
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The Effect on Consumer Attitude of SMS Advertising 
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Abstract 

Nowadays, with the advance in mobile communication devices, people are able to get in touch 
with each other more than ever. Since the mobile communication allows businesses to get in touch 
with their clients almost instantly, every company wants to take this as their advantage. Especially 
instant messaging becomes an internal part of the communication with customers, instant messages 
allows customers to read the information whenever they want. SMS is almost the cheapest option 
to give information to the customers, therefore it is preferred by many companies.  SMS is 
becoming an advertisement tool especially in developing countries, which is the situation in 
Turkey also. The Mobile phone customers may allow businesses to sent information and 
advertisement messages. Under the knowledge and personal rights law of Turkey, a mobile 
customer may also block these SMS to be sent from different companies. Most of the companies 
use SMS messages as an advertisement tool in Turkey, and this makes a good opportunity for the 
marketing research scientist to study the subject in terms of both parties, customer and company. 
Marketing departments of many companies constantly try to understand how effectively an SMS 
be used without annoying the customer. How much information can be passed through SMS is 
limited so a company should give all the necessary information as clearly as possible to customer. 
In this study, the effect of SMS advertisements on the consumer attitudes are investigated. A 
survey is applied to university students in Anadolu University, Turkey. There are several research 
hypothesis in this study among which a hypothesis testing of the relationship between demographic 
characteristics of the students and SMS advertisement opinions. Additionally, in this study, some 
of the results obtained via factor analysis and cluster analysis are shown in detail.  

Keywords: mobile marketing, mobile advertisement SMS, attitude 
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Abstract  

This paper aims to explore the CSR Promotional Communication Strategy implemented by a 
number of prominent hospitality companies such as Hilton Worldwide, Wyndham Worldwide, 
Marriott International and Loews Corporation by elucidating the CSR initiatives participated 
which comprise the overall CSR strategy and how it is conveyed via various communication 
channels to their stakeholders in the form of CSR promotional communication strategy. 

Keywords: corporate social responsibility, public relations, corporate communication, CSR 
communication, marketing communication, hotels, hospitality.  

Introduction 

Today, the role of business is no longer business alone in the sense of sales, profits, market share 
etc. so companies need to consider their role in the wider society in which they operate and the 
impact that this role has to the community at large. Companies should take their wider role 
seriously given issues such as pluralism, reputation, likelihood of government intervention, public 
opinion demands, and sustaining an unwritten `license to operate`. To be able to fulfill such a wider 
role, companies need to balance a number of interests, and align social responsibility programs 
with corporate objectives. (Kitchen: 1997, p: 130) European Commission defines CSR as “the 
responsibility of enterprises for their impact on society. CSR should be company led. Public 
authorities can play a supporting role through a smart mix of voluntary policy measures and, 
where necessary, complementary regulation”.(ec.europa.eu/growth/industry/corporate-social-
responsibility_en). CSR is a commitment to improve community well-being through discretionary 
business practices and contributions of corporate resources (Kotler & Lee: 2005, p:3). Drawing on 
such perspectives, CSR is now widely accepted as a multi-dimensional concept with commonly 
identified key dimensions such as the community, employees, the natural environment and customers, 
comprising altogether the stakeholder theory framework, which was initially put forward by Abrams, 
when he utterly said “Business firms are man-made instruments of society. They can be made to achieve 
their greatest social usefulness and thus their future can be best assured when management succeeds in 
finding a harmonious balance among the claims of the various interested groups: the stockholders, 
employees, customers, and the public at large” (Abrams, Ibid. 29-30).  

Past few decades have seen the evolution and conceptualization of the CSR and the way it is 
communicated. The concept of communication is at the core of the CSR process and once a CSR 
initiative is created it has to be communicated to both internal stakeholders “employees” and 
external stakeholders of the organization which includes all those affected by the CSR initiative 
decision and any stakeholders who have a general interest in the corporation`s CSR activities such 
as local communities, NGOs, traditional and online media, suppliers, customers, investors and 
retailers (Coombs & Holladay: 2012, p. 110). Especially after the turn of the new millennium, 
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amongst tourism and hospitality scholars, a growing interest in the concept of CSR has been 
observed which led to a comprehensive body of research with a focus on benefits of CSR activities 
in hospitality organizations. The underlying reason for this interest is due to the intrinsic link 
between different communities comprising the society and the hospitality industry in terms of 
various social, economic, environmental and cultural concerns for which the industry itself can 
create benefits through its support of job creation, improvements to infrastructures and cultural 
understanding (Bohdanowicz & Zientara, 2009). For hospitality companies, communicating their 
CSR strategy is crucial in the way that it lessens the skepticism and potentially increases the 
stakeholder engagement. Since the year 1992, the CSR trend in hospitality and tourism industry 
has shifted from a focus on environmental concerns, use of technology, and efficient use of energy 
to an international scale through the implementation of agenda 21; international guidelines relative 
to sustainable tourism introduced by World Travel and Tourism Council (WTTC) and the World 
Tourism Organization (WTO) (Holcomb et al., 2007). 

Methodology 

An exploratory study was conducted in order to reach a thorough understanding of the CSR 
Promotional Communication Strategy implemented by a number of prominent hospitality 
companies such as Hilton Worldwide, Wyndham Worldwide, Marriott International and Loews 
Corporation which were chosen from the CSR Hub Ranking out of a group of hospitality 
companies with significant levels of CSR rating compared to all companies. The basic objectives 
of the study regarding the investigated companies are as follows: 

• Determining the top management’s perspective regarding CSR strategy.  
• Elucidating the CSR initiatives participated which comprise the overall CSR strategy 
• Defining the existing and potential stakeholders as the beneficiaries of the CSR Strategy 
• Describing the CSR promotional communication strategy and Public Relations (PR) efforts 
• Disseminating best practice of CSR promotional communication strategy as exemplified 

by the hospitality companies investigated 

Primary data has been systematically gained through semi-structured interviews with executive 
staff and administrators responsible for the CSR to reach a more in-depth understanding of CSR 
and overall CSR promotional communication strategy of the above mentioned hospitality 
companies. To identify how CSR information is being communicated to the stakeholders, various 
conventional forms of marketing communication and PR tools such as annual reports, CSR reports 
and/or sustainability reports, marketing brochures, newsletters, press releases alongside with 
online communication channels such as corporate websites, social media platforms, blogs for 
employees/partners/customers were examined as sources of secondary information to complement 
the primary data obtained from the in-depth interviews. 

Conclusion 

In a high touch industry like the hospitality industry where communicating with and more 
importantly promoting the organization/establishment to its various stakeholders vis-à-vis the CSR 
credentials accrued by the CSR communication strategy is a challenging task. This paper is based 
upon a preliminary case study regarding how the investigated hospitality companies manage their 
overall CSR promotional communication strategy or in a more specific sense, how various 
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marketing communication tools and PR efforts employed by these hotel companies contribute to 
the process of highlighting, publicizing and promoting the organizational CSR policies 
implemented. This paper’s contribution primarily lies in reducing the particular literature gap by 
bringing insights into CSR promotional communication practices based on an exploratory research 
conducted with a selected sample of hospitality companies especially in a marketing 
communication environment with a predominance of online communication channels. 
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Abstract 

Authenticity represents an individual’s perception of the genuineness of products and experiences 
(Brida, Disegna, & Osti, 2013; Brown & Patterson, 2000; Leigh, Peters, & Shelton, 2006). Because 
cultural tourists tend to weigh their personal beliefs or perspectives when they evaluate the value 
of originality toward the toured object, the perception of authenticity has become an important 
indicator to predict the cultural tourists’ attitudes and future behaviors (Reisinger & Steiner, 2006; 
Zhou, Zhang, & Edelheim, 2013). With the proliferation of festivals providing a unique experience 
to attendees, perceived authenticity has been emphasized for understanding attendees’ experience 
because they seek novelty and an escape from their daily life (Formica & Uysal, 1995; Lee, Lee, 
& Wicks, 2004; Xie, Wu, & Hsieh, 2012). Given the monetary and non-monetary benefits to the 
destinations of festivals, it is critical for festival organizers to keep the flow of attendees (Lee, 
2016). Thus, identifying factors that drive festival attendees’ loyalty has caught attention. As an 
effective predictor of loyalty, prior research has suggested positive emotion (Organ, Koenig-
Lewis, Palmer, & Probert, 2015), festival value (Lee, Lee, & Yoon, 2009; Yoon, Lee, & Lee, 
2010), and festival satisfaction (Jung, Ineson, Kim, & Yap, 2015; Kim, Suh, & Eves, 2010). 
Further, a handful of literature has recently posited that perceived authenticity leads to festival 
attendees’ loyalty (Akhoondnejad, 2016; Robinson & Clifford, 2012). However, some empirical 
studies about the effect of perceived authenticity on loyalty showed inconsistent findings. 
Therefore, this calls for examining the boundary condition of the effect of perceived authenticity 
on loyalty. To address the issue unsolved, the purpose of this study is to examine the moderating 
effects of festival attendees’ motivation on the relationship between perceived authenticity and 
loyalty. Because studies have suggested that motivation is a significant factor to function the 
development of perceived authenticity and loyalty (Bryce, Curran, O′Gorman, & Taheri, 2015; 
Kolar & Zabkar, 2010; Zhou et al., 2013), the effectiveness of perceived authenticity may rely on 
an attendee’s motivation to visit the festival.  

The study sample will be Renaissance Festival attendees who have visited at least once within the 
past 12 months. This study will use an online survey company (i.e., Qualtrics) to recruit potential 
participants. The survey will be distributed to the consumer panel of the company. Measurement 
items will be developed based on the pertinent studies. Collected data will be analyzed using SPSS 
v.17.0 and AMOS v.18.0. A confirmatory factor analysis and a structural equation modeling will 
be employed. Once the model is validated, both cluster analysis and discriminant analysis will be 
conducted to identify groups of festival attendees in terms of differences in their motivation. The 
multiple group analysis will be used to test the moderating effect of motivation.   

The findings of this study will offer several contributions. First, this study will expand on existing 
literature by providing an advanced understanding of the effectiveness of perceived authenticity 
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as a predictor of festival attendees’ loyalty. Second, we examine the boundary conditions of the 
effect of perceived authenticity on loyalty and provide a possible explanation for the mixed 
empirical findings in the literature. Practically, festival organizers might learn under what 
conditions perceived authenticity works for encouraging festival attendees’ loyalty. 

Keywords: authenticity, loyalty, motivation, festival 
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Abstract 

Business is a global endeavor which advances when knowledge is both generated and shared. 
Increasingly, academics are working both within and outside of national boundaries on local and 
global business issues and disciplines. Challenges necessitating innovation and international 
scientific collaboration are abundant throughout business disciplines. Universities with varying 
levels of research, teaching, and service may have different goals and expectations for international 
scientific engagement, but there are minimum expectations.   

AACSB, AMBA, EQUIS and other top accrediting agencies continue to emphasize and increase 
faculty publishing requirements. As globalization continues to increase, the number of researchers 
with international collaboration research endeavors grows. Most top-tier research universities have 
witnessed significant growth in their international exchange of ideas, expertise, and faculty 
activities. Many new research ventures unite researchers from different countries and promote 
synergistic, collaborative efforts with the creation/exchange of ideas. The authors of this 
symposium are no different.  

The focus of this proposal is how a department head manages faculty who develop in areas outside 
of the university’s traditional parameters. Many teaching-institutions inadvertently handcuff 
department heads and deans regarding developing and funding research collaborations.  Other than 
possible sister campuses in other countries, teaching institutions have limited options and tend to 
have myopic vision concerning such collaborations. However, when dedicated research faculty 
and department heads think outside the box to construct opportunities, research support can be 
found.  

In this example, a researcher at a North American, AACSB, teaching-focused university had 
difficulty obtaining funding and support for international research. The difficulties for 
administration to accept and promote such international collaborative research endeavors are 
significant. Teamwork between the research faculty and the department head is crucial.  
Sabbaticals involving the extension of a current stream of research are the very traditional, myopic 
ideas teaching institutions should avoid.  We aim to suggest techniques which in the early stages 
of aid faculty access to the significant pools of talent existing globally in different countries, 
universities, and disciplines.  

This collaboration brought together members from a variety of ranks (Professor, Associate 
Professor, PhD student), countries (U.S., Australia, China) and disciplines (Decision-Making, 
Organizational Behavior, Emotions) for new research streams. Word of this new branch of 
research spread internationally and several more similar strains of research developed as a result.   

Keywords: international, collaboration, research  
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Can New Strategies Keep Universities from Going Bust?  

Chandra Aleong	
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Abstract 

Universities	need	to	revisit	and	renew	their	strategies.	This	means	reviewing	its	portfolio	of	
program	offerings	and	market	opportunities,	revisiting	its	capital	investments,	disposing	of	
underutilized	and	unused	assets,	even	merging	with	other	institutions	to	explore	new	areas	
of	research,	teaching,	and	service	opportunities.	The	Gen	Z’s	and	the	millennial	generation	
view	the	world	differently	especially	from	social	and	technological	viewpoints.	Their	needs	
for	work/life	balance	and	social	good	have	to	be	focal	points	for	future	growth.	With	the	right	
strategies	and	execution	universities	can	bounce	back	to	good	health	but	there	must	be	no	
sacred	cows.	This	paper	will	examine	how	leading	universities	are	reinventing	themselves	
without	sacrificing	quality	in	their	primary	missions	of	research,	teaching,	and	service.	 

Keywords:	strategies,	market	opportunities,	millennials,	social	good 
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Abstract 

The phrase “medical tourism” and “health tourism” have been used interchangeably recently in 
the related fields since it is multidisciplinary, and includes the management of healthcare, trade in 
healthcare services, health economics, tourism economies, marketing and promotion, and legal, 
ethical, social, and regulatory issues (Jones & Keith, 2006; Connell, 2006; Bookman & Bookman, 
2007; Turner, 2010 & 2013; Smith, Chanda & Tangcharoensathien, 2009; Whittaker, 2010; Gan 
& Frederick, 2011; Crozier & Martin, 2012; Noree, Hanefeld & Smith, 2014).  

Therefore, it has been defined from those perspectives emphasizing different focal points. Health 
tourism, according to Carrera and Bridges (2006), is seen “as the organised travel outside one’s 
local environment for the maintenance, enhancement or restoration of the individual’s wellbeing 
in mind and body” (p. 449)…Whereas, medical tourism is a subset of health tourism, invasive in 
nature, using state-of-the-art technology and “organised travel outside one’s natural healthcare 
jurisdiction for the enhancement or restoration of the individual’s health through medical 
intervention (p. 449). According to Bies and Zacharia (2007), medical tourism is “simply the 
outsourcing of medical services, primarily expensive surgeries, to low cost countries such as India 
and Thailand” (p. 1144).       

Traditionally, wealthy people were travelling from developing countries to Europe, UK, and the 
U.S. for medical surgeries. However, in the 21st century, many developing countries like Thailand, 
India, Malaysia, Poland, Turkey, Mexico, Brazil, and Venezuela have emerged as popular medical 
tourism destinations, offering the affordable quality of Joint Commission International (JCI) 
accredited surgeries at an attractive destination with pre- and post-surgery nursing care 
(MacReady, 2007; Turner, 2007). Globalisation, privatisation of healthcare and the internet 
revolution has led to the growth of this industry. Medical tourism is driven by market forces of 
demand and supply, where choice of country and medical facility is based on economic, political, 
and regulatory conditions, the healthcare facility itself, costs, accreditation, physicians’ level of 
training, and quality of care (Bookman & Bookman, 2007; Smith & Forgione, 2008; Heung, 
Kucukusta & Song, 2011; Medhekar, Wong & Hall, 2014a; Connell, 2015; Woodman, 2015).  

There are various factors influencing outbound medical travel such as a country’s environment, 
the destination, the cost of the desired healthcare, and the quality of the medical tourism facility 
and its services. 
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Medical tourists and medical tourism facilitators make their choices based on the accreditation of 
hospitals by professional bodies such as JCI, which is dedicated to improving the quality in 
healthcare delivery all over the world. Furthermore, the International Society must accredit all 
accrediting bodies for Quality Assurance (ISQUA) in healthcare to ensure that other accrediting 
bodies are doing their job properly. A study by Guiry, Scott and Vequist (2013) surveyed potential 
and experienced U.S. medical tourists expressing an interest in travelling abroad for surgery. A 
physician’s expertise and judgement in providing medical care to patients with positive healthcare 
outcomes predicts the quality of healthcare (Mehrotra et al., 2006). Similarly, Manaf et al. (2015) 
empirically tested perceived value as a driver in the case of Malaysia and they identified quality 
in context of medical staff, supporting services, and administrative services. In their findings, 
quality of medical staff was considered very important for patient satisfaction. Perfetto and 
Dholakia (2010) drew conclusions after reviewing freely available medical tourism US patients’ 
internet discussions about medical tourism, who were looking for First World quality healthcare 
at Third World costs of healthcare. They observed that “little cultural and economic capital in 
society…and perceive themselves feel as abandoned as well, by the American healthcare system 
and by society” (p. 399), further influencing the global healthcare and medical system to be like 
the U.S. in the context of quality, accreditation, and the regulation of First World healthcare 
systems. While these studies shed light on various issues related to the medical tourism industry, 
most of them are conceptual papers without much empirical evidence related to why American 
medical tourists are travelling abroad for surgery.  

The aim of this quantitative study is to explore how Americans choose a destination and medical 
facility to travel abroad for medical treatment based on tourist destination attributes, the country 
itself, medical and travel costs, and the quality of medical facilities and services.  

The study employed self-administered questionnaires to explore how Americans choose a 
destination and medical facility to travel abroad for medical treatment based on tourist destination 
attributes. A survey was conducted with the U.S. residents who travelled to another country for a 
medical treatment within the last 12 months. A total of 1246 respondents were collected from U.S. 
residents with the help of the Amazon Mechanical Turk website. The questionnaire started with 
one screening question that checked whether or not respondents had been to a country for medical 
reasons. If the respondent never travelled to another country for medical reasons, the survey ended. 
If they had travelled to another country for medical reasons, the questionnaire continued with 
questions about the country selected for medical treatment, the selection process, and the 
importance of selection criteria. The questions about the selection criteria were grouped under: 
country environment, tourism destinations, medical tourism costs, facilities, and services. There 
were 59 items in this survey, 25 of which were new items, and 34 of which were adopted from 
Fetscherin and Stephano (2015). Respondents who did not travel to another country for medical 
reasons were eliminated. 541 responses were used for further analysis. 105 responses were 
eliminated because of not passing a validity check.  

From the descriptive statistics, it can be concluded that nearly 60% of respondents were males who 
travelled abroad for medical treatment and 24% were females. With 48% of the respondents in the 
age group 25-34 as well as 35% of the respondents having income levels below U.S. $40,000, in 
the case of this particular sample of data, respondents funded their own treatment abroad because 
they were young and uninsured/underinsured. As per the survey responses, a large percentage has 
travelled to India (40.1%) followed by China (15.1%), Thailand (13.1%), Mexico (4.4%), and 
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Turkey (3.75). From the descriptive statistics, it can be concluded that medical tourism in case of 
this sample is diasporic, short distance, and cross-border (Connell, 2013; Horton & Cole, 2011; 
Bergmark, Barr & Garcia, 2008). In other category, few of the actual medical tourists had chosen 
other destinations in South America, Asia, and Eastern Europe. Moreover, all the five countries 
previously mentioned are also attractive tourism destinations, providing an affordable quality of 
allopathy and alternative medicine (Kanittinsuttitong, 2015; Nutworadee, 2015; Heung & 
Kucukusta, 2013; Crooks et al., 2011; Runnels & Turner, 2011; Karuppan & Karuppan, 2011; 
Brotman, 2010). 

The findings from this study will first inform potential U.S. medical tourists from the demand-side 
what to look for when choosing a destination and hospital for medical treatment. This research 
will assist health policy makers from the supply-side, such as governments, destination managers, 
and hospitals, to improve the quality of tourism facilities and destination attractions as well as 
medical treatment and facilities, in order to be competitive in the global trade of healthcare 
services. With the rejection of the Obama-care bill in 2017, there will be an increase in out-bound 
medical travel from the U.S. Middle-class U.S. citizens who are uninsured or underinsured and the 
diasporic U.S. population will travel cross-border to Latin American countries like Mexico or to 
other countries for medical treatment/surgery.    

In the future, this study can be replicated for medical tourists from Canada, UK, and other 
developed countries to popular medical tourism destinations in developing countries, along with 
identifying the types of medical treatment (e.g. cosmetic, dental, hip/knee replacement, 
reproductive, or cardiac) and reasons for travel for these treatments based on push factors 
(domestic health policy) and pull factors. Similarly, one can also explore why people prefer a 
particular country (for example, India) than the other countries.  Overall, this research has 
empirically contributed to the literature on medical tourism, in particular for host countries to 
maintain high ethical and regulatory standard of medical tourism healthcare quality and tourism 
facilities for patients as medical tourists.   

Keywords: medical-tourism, outbound, USA, cost, healthcare-quality, destination 
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Abstract 

Amongst various online information sources, third party booking websites are becoming 
increasingly important. Third party booking websites are applications of technology for customers 
in booking restaurants, accommodation and flights online. Examples of third party booking 
websites are Hotwire.com, Expedia.com, Orbitz.com and Hotels.com. These reservation 
intermediaries enable hoteliers to sell products directly to customers and reach a wide range of 
consumers in a fast and inexpensive manner (Morosan & Jeong, 2008). They use innovative 
technology to narrow down information sources according to customers’ search preferences and 
make the planning and booking processes more effectively and efficiently. Furthermore, a range 
of IT-enabled institutional mechanisms (e.g., feedback mechanisms, third-party escrow services, 
and credit card guarantees) are used to increase buyers’ trust (Hong & Cho, 2011) and help 
consumers to make appropriate purchase decisions (Ye, Law, Gu, & Chen, 2011). As a result, 
advertising on the third party hotel room reservation websites may be a wise choice for hoteliers 
(Morosan & Jeong, 2008). Therefore, there is an urgent need for academicians and practitioners to 
understand important factors influencing customers’ rebooking intentions via third party websites. 
Customers use to gather lodging information and make room reservation from multi-channels 
(online and offline) today because of the rise of the internet-based hotel room booking technology. 
Hence, having a better understanding of customers’ accommodation online and offline booking 
channels and factors affecting their booking intentions is essential for hoteliers. This paper aims 
to understand the impact factors which can influence the online customers’ rebooking intentions 
in Taiwan via third party booking websites when conducting multi-channel transactions. Three 
dimensions were derived by factor analysis, namely: website trust, online brand image and offline 
brand image. In order to reach online customers, Internet survey and snow-ball sampling at 
Facebook were conducted to this research. The results indicate that all the three constructs have 
positive impacts on customers’ online booking intentions and website trust is more important 
factor than others. In addition, customers with higher education level and middle monthly income 
have significant different higher online room booking intentions. Results of this study will help 
hoteliers distribute hotel products more effectively. 

Keywords: multi-channel, online booking intention, online brand image, offline brand image, 
third party booking website, website trust  
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Abstract 

Introduction 

It is becoming more and more important to establish and implement science and technology-related 
policies to predict the future uncertainties that will arise from globalization and informatization. 
The need for strategic science and technology planning to achieve the development of science and 
technology with limited resources is increasing. To accomplish this, major countries around the 
world have been carrying out national science and technology forecasting activities in order to 
analyze the demand for future change, establish strategic technology planning, and set the direction 
for research and development activities.  

Since 1994, Korea has been engaged in its Science and Technology Foresight project on a 5-year 
basis, and has been announcing its findings as part of its efforts to anticipate future changes in 
response to specific circumstances in the country. In 2012, the results of the 4th Science and 
Technology Foresight were reported and used in establishing the 3rd Master Plan for Science and 
Technology and other policies. The Science and Technology Foresight is meaningful in that it 
analyzes the recent changes in the environment, and derives the prospect and demand for future 
change of our society from a mid-term and long-term viewpoint. It is also leading the field of 
science and technology prediction in Korea by introducing a new forecasting methodology. 

Figure 1. Progress of science and technology foresight 

Currently, the Science and Technology Foresight is being carried out at the same interval as the 
Master Plan for Science and Technology based on Article 13 of the Framework Act on Science 
and Technology and Article 22 of the Enforcement Decree of the same Act. 



 

 290 

Objectives 

The purpose of the 5th Science and Technology Foresight can be summarized by three broad 
objectives. The first is to predict the future society considering the internal and external 
environmental changes, and to predict and analyze the future technologies expected to appear 
throughout general fields of science and technology. In this research, we have derived future 
technologies that will emerge until 2040 based on the change of future social demand and the 
development of science and technology. The second is to contribute to the establishment of science 
and technology planning and policy that will strengthen the future responsiveness by reflecting the 
socio-economic demands of future society and the prospects for the development of science and 
technology. The result of the survey will provide basic data on policy establishment, such as timing 
of technology realization, importance, and way to realize the future technologies, and will be used 
to present the future technology information needed to establish the 4th Master Plan for Science 
and Technology (2018-2022). The third is to predict the tipping point of technology in terms of 
social spread, focusing on major innovative technologies related to the real lives of the people. We 
predicted the expected aspects of the rapid spread of a certain technology in the society and its 
expected timing, and together with this we have presented objectives for the realization of 
technology diffusion for future preparation.  

The 5th Foresight has identified purpose-oriented future technologies to effectively cope with the 
major issues of the future society in order to improve the utility of the predicted result. The issues 
to be coped with were selected and analyzed with a particular focus on Korean society. In order to 
expand the application range of the results of the Foresight, we have diversified the composition 
of future technologies, improved the presentation method for the name of the future technology, 
and tried to secure the reliability and objectivity of the predicted survey results by introducing the 
scientific methodology. To this end, we expanded the Tech-Push future technologies derived 
through knowledge map analysis, increased the discovery of future technologies to be realized in 
the distant future by classifying the stage of analysis and prediction, and standardized the names 
of the future technologies in order to improve understanding and utilization of the derived 
technology. 

Prediction of the Future Society 

Predictions of the future society have been made through a series of processes including analysis 
of future social trends and mega trends, the generation of trend-related issues, issue assessment 
and analysis and following deduction of major issues, as well as a process of deriving the needs 
from each major issue. 

 
Figure 2. Process of future society prediction 

To analyze future social trends and mega trends, we first analyzed the trends of future social 
change throughout the world (spatial axis) that our society should pay attention to in the mid-to-
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long term perspective, until 2040 (time axis). Then, mega trends were derived by analyzing the 
connections between the trends. We analyzed future outlook reports from domestic and 
international sources, trend analysis, and websites published since the 4th Foresight (2011), and 
utilized STEEP (Social, Technological, Environmental, Economic and Political) analysis, through 
which we performed environmental scanning on each category and derived a clustering pattern 
among the trends. Finally, a total of 5 mega trends and 40 trends were derived. 

Based on the results of the trend analysis, we have identified issues that are expected to have a 
significant impact on Korean society. Each issue was classified based on the expected timing of 
its impact, and as a result, we derived a total of 100 issues, 65 of which were expected to have a 
short-term impact (within 10 years) and 35 of which a long-term impact (within 11 to 25 years.) 
Among the issues raised, the ones that are to be particularly emphasized in Korean society were 
evaluated and selected as major issues, and finally 40 major issues (18 short-term issues, 14 short-
to-mid term issues and 8 long-term issues) were derived.  

Below is the graphical representation on the evaluation of Human Empowerment megatrend 
related issues. The horizontal axis represents the likelihood of the issue to occur in Korean society, 
the vertical axis represents the influence of the issue in Korean society, and the size of the circle 
represents the scientific and technological responsiveness. 

Then, we grouped issues based on their correlation according to Big-Data based network analysis 
(data mining based on natural language analysis). Through this analysis, we derived six major 
issue groups including social infrastructure issues, ecosystem and environment friendliness issues, 
transportation and robotics issues, medical and life issues, manufacturing and convergence issues 
and information and communication issues. 

 
Figure 3. Deriving key connections in the issue network (2012-2015) 

Needs specific to major issues were derived with the aim of setting up scientific and technological 
means to cope with the major issues. Based on an in-depth analysis of each major issue, we have 
presented the detailed socioeconomic demands of the future society in terms of scientific and 
technological responses. 
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Finally, in order to analyze the trends in science and technology development, we performed a 
time-series analysis on each research field to derive completely new technology and research fields 
or emerging research fields. The analysis also helped us to visualize the relationship and 
development flow between research fields. The Science Map was charted to be utilized for 
identifying Tech-Push type future technology candidates. The resulting knowledge map was used 
to derive future technology candidates through an interpretation and analysis process applied by 
the experts in the related technology field. 

Identification of Future Technologies 

For this Foresight, we have defined future technologies as concrete technologies (products, 
services, systems, etc.) that will be technically realized by 2040 and are likely to have a significant 
impact on science, technology, society and economy in the Republic of Korea. In the 5th Foresight, 
we have standardized the presented name and description of the technologies to improve the 
understanding and utilization of the results, whereas in the 4th Foresight each technology was 
given a unique name. The names of future technologies have been simplified, with an emphasis 
placed on core keywords in order to make it easier to understand, while future technology 
descriptions have been written in more detail. In addition, as the level of future technology has 
been upgraded, the number of future technologies to be finally derived also has been adjusted to 
about 50% that of the list in the 4th Foresight. 

The Future Technology List (draft) was determined through a process of deriving future 
technology candidates and revising and adjusting them. The candidates for the list were selected 
by reviewing the results of analysis and interpretation of a needs and knowledge map based on the 
six future issue groups identified through the analysis of the major issue network. 

Verification on the similarities and duplications, review on appropriateness as future technologies, 
adjustment of the level of technology, supplementation on the name and the description of the 
technology have been implemented on derived candidate technologies, and through this process 
we have arranged, amended and adjusted list of future technology candidates, and the executive 
committee reviewed this list in order to confirm the future technology list. Through this process, a 
total of 267 future technologies expected to emerge by 2040 were derived based on future social 
needs, to solve major issues and development needs in science and technology. 

In this presentation, we will introduce background, purpose and progress of S&T Foresight 
performed by our institute, KISTEP. Each process of 5th S&T Foresight and what has been 
improved compared to prior foresight results will be presented. In addition we will also introduce 
following process to realize the 267 future technologies which were done on 2017. 

Keywords: technology foresight, future technologies, future society prediction 
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Collective Intelligence and Decision Making: Method and Its Application in 
Preliminary Feasibility Analysis of Public R&D Program in Korea  
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Abstract 

As the size of investment in R & D investment has increased, the awareness of the efficiency of 
limited government fiscal enforcement has also increased, and a preliminary feasibility study has 
been conducted as a system to verify the feasibility of projects from the planning stage before 
large-scale financial investment. The preliminary feasibility study system examines technically, 
politically and economically feasibility of the R & D project that is planning large-scale 
government expenditure in three dimensions and derives comprehensive judgment by using the 
analytical hierarchical process (AHP) . Depending on the aggregate score of the AHP analysis, a 
single conclusion is presented to the fiscal authority or stakeholder in the form of binary decision 
making for the implementation or non-execution of the project. Therefore, not only the objectivity 
and fairness of the survey process and analysis method, but also the reliability of the survey results 
are the most important foundation and target for the operation of the system. AHP does not involve 
statistical or probabilistic concepts of aggregate ratings analyzed because it derives alternative 
conclusions on project implementation alternatives and non-project alternatives based on an 
aggregate rating of 0.5, meaning theoretically neutral. However, even if a plurality of experts 
participates in the AHP, the question of whether the opinion can be viewed as reflecting opinions 
of experts in the relevant field requires a statistical approach. In particular, when there is a conflict 
between the evaluators, It is necessary to consider aspects that are difficult to make an informed 
decision. In this paper, we discuss a method for verifying the reliability of the AHP comprehensive 
rating when choosing a single alternative, and a method for reducing judgment errors from a 
statistical point of view. 

Introduction 

The preliminary feasibility analysis refers to the preliminary validation and evaluation conducted 
by the Minister of Strategy and Finance in order to establish a budgeting and fund management 
plan for large-scale new projects pursuant to Article 38 of the �National Finance Act� and 
Article 13 of the Enforcement Decree of the same Act in Republic of Korea. The preliminary 
feasibility analysis is aimed at preventing the waste of budget and contributing to the efficiency of 
financial management by making transparent and fair decision based on priority of new investment 
of financial business through objective and neutral investigation of the feasibility of large-scale 
financial programs (or projects). In other words, the preliminary feasibility analysis is a process of 
reviewing the financial business in advance for efficient allocation of resources under the 
constraints of finite government budgets. Through this, it is possible to provide objective and 
neutral information related to the project promotion, such as feasibility of the project and review 
of alternatives, in advance for the business plan established by each department. 
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Figure 4. Legal basis and guidelines of preliminary feasibility analysis in Republic of Korea 

The preliminary feasibility analysis covers new construction projects, information projects, and 
national research and development projects with a total project cost of over about 500 million 
dollars and government’s financial support of more than about 300 million dollars. The purpose 
of the preliminary feasibility study for national R & D projects is to comprehensively assess the 
feasibility of project implementation. To do this, we conduct a multi-dimensional analysis (the 
analysis of science and technology feasibility, policy feasibility and economic feasibility) and 
provide a qualitative conclusion. To quantify it, we use eventually the multi - criteria decision 
methodology called AHP. In the preliminary feasibility analysis in Korea, the analytical 
hierarchical process (AHP) is used for decision making. This technique is recognized as useful in 
that it decomposes and structures the problem in a way similar to human thinking, and it derives 
the results in a quantitative form by measuring the relative importance of the evaluation factors 
and the preferences of the alternatives on a scale of ratios. Despite the simple application procedure, 
various techniques used in selecting scales, calculating weights, and sensitivity analysis are 
evaluated theoretically in terms of utilizing the methods adopted through empirical analysis and 
rigorous mathematical verification. 

 
Figure 5. Main features and application of AHP in preliminary feasibility analysis in R&D sector 
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Objectives 

The result of the AHP analysis is designed between 0 and 1. 0.5 that is center point is the basis of 
decision. If it is 0.5 or more, the program plan is judged to be valid(feasible to execute). If it is 0.5 
or less, the program plan is judged that it is not valid(not feasible to execute). Therefore, the AHP 
conclusion in the preliminary feasibility analysis is characterized by binary decision making. Such 
a binary decision-making approach is aimed at deciding whether or not the final outcome of the 
preliminary feasibility study will allocate the budget for the project. That is, there is no statistical 
or probabilistic concept. However, even if several experts participate in the AHP, a statistical 
approach is needed to determine whether the opinion can be viewed as reflecting opinions of 
experts in the various kinds of a field. Particularly, there may be controversy about the decision-
making (project execution or non-execution) if the opinions are divided and the final result is close 
to neutral. Therefore, in the case of special situations such as the following, a careful approach is 
needed to secure confidence in decision making and to reduce judgment errors. First, there is no 
agreement between referees(evaluators). Referees' opinions would be divided into various ratios, 
and even if the overall AHP score is located in over or under of 0.5, it is sometimes difficult to 
decide whether or not to implement the project in a situation where there is no consensus among 
evaluators. Second, If the score is not 0.5, but very close, there may be a chance of a stochastic 
error. In these cases, it is difficult to make a decision, and it is necessary to examine the possibility 
of a stochastic error. 

 
Figure 6. Binary decision making 

A common question when deciding whether to implement a project based on the AHP overall 
score is that "the difference between the AHP overall score of 0.51 and 0.49 is significant enough 
to make an alternative judgment. Despite the fact that it is not possible to confidently answer this 
question, we are forced to make binary decisions(feasible or nor feasible). For this reason, we 
eventually define the gray zone as an interval that requires careful decision making. In the case of 
the AHP score located in gray zone, careful judgement is needed in final decision making. 

Problem Definition and Introduction of Gray Zone 

If the opinions of AHP referees agree perfectly, that is, if all of them choose the same alternative, 
the reliability of the AHP comprehensive rating is not required to be statistically examined. 
However, if the referees' opinions are divided, it is necessary to make efforts to form consensus 
through mutual discussions, or to examine whether the overall AHP scores have statistically 



 

 297 

significant differences. Although explanations and discussions on the basis of their evaluation can 
be effective in narrowing the gap in opinion, it is possible that there may be cases in which it is 
difficult to obtain complete consensus. Even if each referee’s AHP score is divided into 
‘feasible(0.5 or more)’ and ‘non feasible(0.5 or less), it is difficult to make a firm decision in the 
situation where there is no consensus among the evaluators. In addition, if an referee has a strong 
negative opinion when the others mark positive, the overall AHP score might be located between 
0 and 0.5. In these special and sensitive circumstances, AHP referees have difficulty in making 
decisions. Based on these reasons, the guidelines for preliminary feasibility studies require a more 
conservative approach to defining alternative grades as a gray zone where a certain level of overall 
AHP score is required for careful decision making. 

 
Figure 7. Schematic explanation of GRAY ZONE for careful decision-making 

In this paper, we analyze the reliability of AHP's overall rating, which quantifies whether it is 
feasible before the implementation of a new project, and the factors that cause it to fail. AHP The 
purpose of this study is to examine the risk factors at the practical level for recognizing changes in 
the institutional environment where the number of AHP evaluators is increasing and for raising 
the reliability of the preliminary questionnaire survey for the purpose of alternative decision 
making, respectively. The increase in the number of evaluators has the advantage of collecting 
collective intelligence, but it can also result in the possibility of conflict of opinion in various 
interests. It is also necessary to recognize that the preliminary feasibility study, in which the form 
of the survey results should be selected as one of the alternatives for enforcement and non-
enforcement, increases the ambiguity of conclusions. However, it is expected that reliable decision 
making will be helpful if we take into account the statistical significance intervals according to the 
number of opinion conflict cases and the significance level that minimizes the possibility of error 
occurrence. 

 
Figure 8. Decision-Making Chart with respect to opinion Splitting & AHP overall score 
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Concluding Remarks 

In this paper, The reliability of the AHP score and the causes of error were analyzed. In order to 
increase the reliability of the decision making based on AHP, the risk factors at the practical level 
were reviewed and measures were suggested to avoid them. The increase in the number of referees 
has the advantage of applying collective intelligence, but it can also result in the possibility of 
conflict of opinion in various interests. It is also necessary to recognize that the preliminary 
feasibility analysis, in which the form of the final result should be selected into just single result 
such as ‘feasible to execute’ or ‘not feasible’. It is expected that reliable statistical significance 
intervals according to the number of conflicts of opinions and the significance level that minimizes 
the possibility of error occurrence will help to make highly reliable decisions. 

Keywords: preliminary feasibility analysis, government funded program, AHP, analytical 
hierarchical process, significance test, type I/II error, gray zone 
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The Power of Engagement: Uncovering Social Media’s Return on Investment 
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Abstract 

Over the past decade, social media marketing has increasingly grown as one of the most influential 
digital marketing techniques (Quach, 2017) for all types of companies selling various products and 
services (Chan & Guillet, 2011). The easy access and simple use of social media platforms provide 
an innovative yet relatively inexpensive way to connect and engage with targeted customers, which 
has inspired more companies to develop comprehensive social media strategies (Fischer & Reuber, 
2011; Mangold & Faulds, 2009).   

However, while most sales and marketing teams agree that there is a correlation to improved sales 
and profit margin figures when products are launched through social media channels (Kim & Ko, 
2012), it can be difficult to quantify and measure the exact impact (McCann & Barlow, 2015).  In 
fact, while the level of sophistication of social media marketing techniques has continued to 
improve, identifying and measuring the ROI of social media ranks is the priority challenge for 
social media marketers, with 61.1% citing this as their top one challenge (“The state of social 
marketing 2017 annual report”, 2017).  Thus, quantifying the return on investment of using social 
media channels to promote products and services presents a timely research problem for the 
hospitality and related retail industry.   

Therefore, the purpose of this study is to uncover the power of social media on firm performance. 
Specifically, two research questions are under investigation: (1) how much sales increase is 
generated by the social media engagement? (2) what are the critical formula for a highly engaging 
social media post? To answer the research questions, two studies are conducted: Study 1. a firm 
performance analysis is conducted to quantify the impact of social media engagement on the sales 
revenue. Study 2. text mining is performed on the unstructured social media posts to identify the 
critical components of a highly engaging social media post.  

Study 1: Probit Model 

For the objective of increasing sales, this study will examine the impact of released new products 
via social media channels (Facebook, Twitter and Yammer) on direct sales figures based on levels 
of engagement.  This study will utilize a probit regression model to estimate the probability that 
social media contributed to the sale based on the defined social media release date, level of 
engagement and the subsequent sale amount.   

Study 2: Text mining 

For the objective of uncovering the attributes of engagement, text mining procedures will explore 
and identify the hidden but useful patterns, trends or rules from the engagement data and then 
create interpretation or models to explain questions and discover new knowledge (Park, Jang & 
Ok, 2016; Xu & Li, 2016).  
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This study will present timely research for organizations who are interested in learning whether or 
not the employee investment is worth engagement with social media channels in order to promote 
or sell new products and services. While it is hard to provide a “one size fits all” social media 
practice for all organizations, this could provide insight for companies within the same industry 
sector looking to increase sales goals.  Social media is often a lead to a sale, but perhaps this study 
may offer an opportunity to quantify the impact of such leads.   

Keywords: social media, return on investment, text mining, social media engagement, sales, 
regression analysis 
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