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1. Gorkha (2015, Nepal) Earthquake  
Gorkha earthquake (also known as the Nepal earthquake) with a 
magnitude of 7.8, nearly 10,000 people died and 20,000 injured on the 
25th of April, 2015. It is reported as the worst natural disaster after the 
1934 earthquake. Due to its center and occurrence (11:56am) time, as a 
blessing, it is recorded that both the capital of Nepal and outdoor rural 
workers were relatively less effected than it normally can. [1] However, it 
did not prevent hundreds of thousands of Nepalese from being homeless 
for months and outbreaks. It also triggered activities on Mouth Everest 
and avalanches were followed by. [2] The effects on rebuilding economy 
were calculated around $5billion dollars. 
 
2. Post-disaster Data Collection and Challenge  
To scrutinize the facts about its damage on particular of housing, 
National Planning Commission Secretariat of Nepal worked with 
Kathmandu Living Labs and the Central Bureau of Statistics and 
conducted a survey. It ended with one of the largest post-disaster data 
collection ever attempted, consisting of valuable information on 
earthquake statistics, household conditions, and socio-economic-
demographic impact. Commission declared that the data collected using 
mobile technology first targeted to identify beneficiaries eligible for 
government help, but it also served researcher, other governments. 
On year 2020, DrivenData Inc. that is known with hosting data science 
challenges for intermediate-level practices, started a competition about 
2015 Nepal earthquake’s household damage modelling. [3] The dataset 
consists of around 300K rows (houses) with 39 labels and mostly refers 
to building characteristics. Data type is dominated by binary, where 30% 
refers to int and categorical. The target of data set as damage_grade and it 
is represented out of 3 per ordinal order, where 3 tied with serious  

The remaining 38 labels are described as below: 

 categorical: There are 7 columns in this data type 
o 3 of them are linked with foundational attributes, 

gradually differs from 3-to-6 categories 
o 3 of them are linked with floor/roof types that were used, 

gradually differs from 3-to-4 categories 
o 1 refers to ownership status with 4 categories 

 int: There are 8 columns in this data type 
o 3 of them are linked with geospatial location, gradually 

from 1-to-3 refers to density 
o 4 of them are attributes with dimensions of the house, in 

respect to height, area as well as # of floors 
o 1 refers to household numbers 
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 binary: There are 25 columns in this data type 
o 7 of them are linked with engineering level 
o 7 of them are linked with material types; stone, mud and 

its derivatives, mortar and its derivatives, timber and its 
derivatives 

o 7 of them are linked with functional types; government, 
hospital, education, resorts etc 

 
3. Performance Metrics  
The fact that the target is based on an ordinal number, both categorization 
and regressions techniques can be applied. Although performance metrics 
may depend on model chosen, low error, high precision/recall approach 
will be applied as a holistic approach. F1 as a demonstration of both 
precision/recall can be interpreted as one the scores. F1 is defined as: 

F1 = 2 𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅 , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃, 𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 

 

Pre = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 , 𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 

 
 

𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃, 𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃, 𝐹𝐹𝐹𝐹 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 
 

4. Automated Machine Learning Methodology Exploration  
Machine learning is a taxonomy created to replace the existing taxonomy 
with predictions. [4] However, there is one major distinction between 
them. The former is more event based, where the latter is more rule 
based. In other words, to make some predictions you either set rules or 
train your model with what happened without rules. [5, 6] Knowing that 
the polarization between regression and classification is not always 
needed as mentioned earlier, the possibility of discovering a huge data 
(like we have here, 300K houses with 40 columns) with no bindings 
excites practitioners. However, practicality perspective setting boundaries 
so wide might jeopardize study in the sake of necessity of dealing with 
more than 10 different models from regression and classification 
domains. [7] From this regard, automated machine learning (AML) 
concept can be utilized to both have the advantages of omni-model 
environment and test AML’s performance.     
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Figure 1: Tree-based pipeline (Olson, 2016) 

A typical machine learning scientist’s list of tasks vary from data 
gathering to visualization, usually requires significant time for data 
cleansing, feature processing per construction and selection, model 
selection with more than 10 options maybe 20 with its derivatives, 
parameter optimizations, model validation and maybe even production. 
[8] Most major companies created different roles for this group of 
iterative tasks such as including data curator, data steward, data engineer, 
data architect and data scientist. If this is not the case, AML can help one 
individual with many hats. In the end, AML’s commitment is to manage 
all except raw data and model validation. To be specific: 

 Works with many models including Boost, Naïve ayes, Decision 
Tree, Random Forest, Linear Models, Gradient Descent, Logistic 
Regression, Multinomials, Support Vector 

 Adjusts default parameters in a way to find the best fit 
 Finds best algorithms  
 Optimize the entire workflow, multi-arm bandit 

There are many attempts in respect to AML, in both open source and 
commercial arena, to mention few for the former:  

 auto-Weka is a Java library, built on Weka 
 auto-sklearn is a Python library, optimizes per Bayesian 
 TPOT works with Python 
 auto-keras is a Python library, has very powerful 

classification/regression models for not only structured data, but 
also images and texts 

 H20 AutoML is developed with Java, works with Python, R and 
Scala 
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5. Application with H20 AutoML 
Amongst all, H20 AutoML has distinctive features per three aspects, it is 
explicit in terms of model names (and flexible in terms of inclusions or 
exclusions), gives confusion matrix if it applies and proposes important 
factors. [9] To be more specific, H20 AutoML requires only two data and 
two stopping parameters. On the other hand, it handles a total of 27 
parameters to burst the control on user hands. [10] 

First H20 is initiated. 

import h2o 
from h2o.automl import H2OAutoML 
h2o.init() 

Checking whether there is an H2O instance running 
at http://localhost:54321 ..... not found. 
Attempting to start a local H2O server... 
; Java HotSpot(TM) 64-Bit Server VM (build 
25.261-b12, mixed mode) 
  Starting server from 
C:\Users\emreo\miniconda3\lib\site-
packages\h2o\backend\bin\h2o.jar 
  Ice root: 
C:\Users\emreo\AppData\Local\Temp\tmpnjlg22vp 
  JVM stdout: 
C:\Users\emreo\AppData\Local\Temp\tmpnjlg22vp\h2o
_emreo_started_from_python.out 
  JVM stderr: 
C:\Users\emreo\AppData\Local\Temp\tmpnjlg22vp\h2o
_emreo_started_from_python.err 
  Server is running at http://127.0.0.1:54321 
Connecting to H2O server at 
http://127.0.0.1:54321 ... successful. 
 

H2O_cluster_uptime: 06 secs 

H2O_cluster_timezone: America/New_York 

H2O_data_parsing_timezone: UTC 
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H2O_cluster_version: 3.30.0.6 

H2O_cluster_version_age: 3 months and 3 days 

H2O_cluster_name: H2O_from_python_emreo_oxt8zm 

H2O_cluster_total_nodes: 1 

H2O_cluster_free_memory: 3.521 Gb 

H2O_cluster_total_cores: 8 

H2O_cluster_allowed_cores: 8 

H2O_cluster_status: accepting new members, healthy 

H2O_connection_url: http://127.0.0.1:54321 

H2O_connection_proxy: {"http": null, "https": null} 

H2O_internal_security: False 

H2O_API_Extensions: Amazon S3, Algos, AutoML, Core V3, 
TargetEncoder, Core V4 

Python_version: 3.7.7 final 

 
Data can be automatically split into training and test dataset, however 
here, data already came in a split way. 
In [1]: 
train = 
h2o.import_file(r"C:\Users\YourUsername\Desktop\t
rain_quake.csv") 
test = 
h2o.import_file(r"C:\Users\YourUsername\Desktop\t
est_quake.csv") 

Parse progress: |██████████████████████████████| 
100% 
Parse progress: |██████████████████████████████| 
100% 
 
Features and target were identified. 
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In [2]: 
x = train.columns 
y = "damage_grade" 
x.remove(y) 

 
Factors set for binary classification. 
 
In [3]: 
train[y] = train[y].asfactor() 
test[y] = test[y].asfactor() 

 
5.1 Classification with Decision Tree 
It has two options, max_models (even if 20 was selected, 1 hour is the 
maximum runtime by default) or max_runtime_secs. First, 
max_runtime_secs was selected, since only one model was applied, 
Decision Tree (DRF). There are two reasons for that, first DRF has 
extensive reports per confusion matrix and important factors, second one 
model gets fast results and a quick exploration opportunity. 

In [4]: 
aml = H2OAutoML(max_runtime_secs = 60, 
include_algos = ["DRF"]) 
aml.train(x=x, y=y, training_frame=train) 

AutoML progress: |█████████████████████████████| 
100% 
 
Due to single model approach, there is only one model in the leaderboard. 
Remembering that the campion F1 score is only 0.76, this cannot be very 
misleading, especially after a series of fine tuning or with regression 
applications.  

In [5]: 
# View the AutoML Leaderboard 
lb = aml.leaderboard 
lb.head(rows=lb.nrows) 

model_id mean_per_class
_error 

loglo
ss rmse mse 
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model_id mean_per_class
_error 

loglo
ss rmse mse 

DRF_1_AutoML_202010
03_232545 0.414617 1.146

18 
0.480
915 

0.231
279 

Out[5]: 
In [6]: 
aml.leader 

Model Details 
============= 
H2ORandomForestEstimator :  Distributed Random 
Forest 
Model Key:  DRF_1_AutoML_20201003_232545 
 
 
Model Summary:  

 
 

num
ber_
of_tr
ees 

number
_of_inte
rnal_tre
es 

model
_size_i
n_byt
es 

mi
n_
de
pth 

ma
x_d
ept
h 

me
an_
dep
th 

mi
n_l
eav
es 

ma
x_l
eav
es 

me
an_
leav
es 

0 
 

2.0 6.0 84963
1.0 

20.
0 

20.
0 

20.
0 

855
2.0 

142
72 

112
51.8 

 
ModelMetricsMultinomial: drf 
** Reported on train data. ** 
 
MSE: 0.2616145729335327 
RMSE: 0.511482720073252 
LogLoss: 3.1327581170891725 
Mean Per-Class Error: 0.43795864384785194 
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Confusion Matrix: Row labels: Actual class; 
Column labels: Predicted class 

 1 2 3 Error Rate 

0 5831.0 8015.0 1248.0 0.613688 9,263 / 15,094 

1 4340.0 70191.0 15184.0 0.217622 19,524 / 89,715 

2 668.0 24631.0 27127.0 0.482566 25,299 / 52,426 

3 10839.0 102837.0 43559.0 0.343982 54,086 / 157,235 

Top-3 Hit Ratios:  

 k hit_ratio 

0 1 0.656018 

1 2 0.933539 

2 3 1.000000 

 
Up above is the first branch, where below shows the second branch. 
Accuracy, aka F1 is almost (from 0.66 to) 0.7 after 5 tours of cross-
validations, which is closer to winning score. 

MSE: 0.23127907948492804 
RMSE: 0.480914836000022 
LogLoss: 1.146178551822972 
 
Confusion Matrix: Row labels: Actual class; 
Column labels: Predicted class 
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 1 2 3 Error Rate 

0 10226.0 14145.0 753.0 0.592979 14,898 / 25,124 

1 5747.0 124045.0 18467.0 0.163322 24,214 / 148,259 

2 708.0 41815.0 44695.0 0.487548 42,523 / 87,218 

3 16681.0 180005.0 63915.0 0.313257 81,635 / 260,601 

Top-3 Hit Ratios:  

 k hit_ratio 

0 1 0.686743 

1 2 0.957026 

2 3 1.000000 

Cross-Validation Metrics Summary:  

 
 

mea
n Sd cv_1

_vali 
cv_2
_vali 

cv_3
_vali 

cv_4
_vali 

cv_5
_vali 

0 accuracy 
0.68
674
3 

0.004
98712 

0.67
7864 

0.68
9428 

0.68
8142 

0.89
121 

0.68
915 

1 err 
0.31
325
6 

0.004
98712 

0.32
2135 

0.31
0571 

0.31
1857 

0.37
875 

0.31
084 
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mea
n Sd cv_1

_vali 
cv_2
_vali 

cv_3
_vali 

cv_4
_vali 

cv_5
_vali 

2 err_count 163
27.0 

260.0
721 

1679
0.0 

1618
7.0 

1625
4.0 

1620
3.0 

1620
1.0 

3 logloss 
1.14
617
7 

0.207
669 

1.51
5895 

1.02
6942 

1.04
5588 

1.02
286 

1.06
017 

4 max_per_cla
ss_error 

0.59
301
8 

0.008
7694 

0.60
8197 

0.58
9768 

0.58
5993 

0.88
855 

0.59
234 

5 mean_per_cl
ass_accuracy 

0.58
536
7 

0.005
9955 

0.57
4786 

0.58
7278 

0.58
7304 

0.58
965 

0.58
781 

6 mean_per_cl
ass_error 

0.41
463
3 

0.005
9946 

0.42
5213
9 

0.41
2215 

0.41
2963 

0.41
045 

0.41
218 

7 mse 
0.23
127
6 

0.003
8536 

0.23
8031
1 

0.22
8675 

0.22
9034 

0.23
067 

0.22
997 

8 r2 
0.38
201
7 

0.012
3747 

0.36
0085 

0.38
8858 

0.38
7967 

0.38
8377 

0.38
515 

9 rmse 
0.48
001
6 

0.003
9866 

0.48
7843 

0.47
8223 

0.47
8603 

0.48
0168 

0.47
956 
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Scoring History:  

 
 

times
tamp 

dur
atio
n 

number_
of_trees 

trainin
g_rmse 

training
_logloss 

training_classi
fication_error 

0 
 

2020-
10-03 
23:26
:23 

37.8
93 
sec 

0.0 NaN NaN NaN 

1 
 

2020-
10-03 
23:26
:28 

42.2
62 
sec 

2.0 0.5114
83 

3.13275
8 0.343982 

 
Variable importance would not significantly change form one model to 
another. Per top factors, geospatial location looks like dominating other. 
Floor type derivatives, age of the building, foundation type and area 
percentage are also significant attributes. 

 
Variable Importances:  

 variable relative_importa
nce 

scaled_import
ance percentage 

0 geo_level_1_id 17334.062500 1.000000 0.220961 

1 geo_level_2_id 7466.929688 0.430766 0.095183 

2 geo_level_3_id 5873.937500 0.338867 0.074876 

3 building_id 4998.819336 0.288381 0.063721 

4 other_floor_type 4635.594238 0.267427 0.059091 
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 variable relative_importa
nce 

scaled_import
ance percentage 

5 age 4103.796387 0.236748 0.052312 

6 foundation_type 4081.254883 0.235447 0.052025 

7 area_percentage 3984.306885 0.229854 0.050789 

8 ground_floor_type 3447.547852 0.198889 0.043947 

9 height_percentage 3026.006592 0.174570 0.038573 

10 count_floors_pre_eq 1828.075317 0.105461 0.023303 

11 has_superstructure_ce
ment_mortar_brick 1784.335083 0.102938 0.022745 

12 position 1531.578491 0.088357 0.019523 

13 roof_type 1530.040283 0.088268 0.019504 

14 has_superstructure_mu
d_mortar_stone 1443.995361 0.083304 0.018407 

15 count_families 1268.828247 0.073199 0.016174 

16 has_superstructure_tim
ber 1258.311279 0.072592 0.016040 

17 land_surface_condition 1230.474854 0.070986 0.015685 

18 plan_configuration 966.522949 0.055759 0.012320 
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 variable relative_importa
nce 

scaled_import
ance percentage 

19 has_superstructure_ba
mboo 790.166809 0.045585 0.010072 

See the whole table with table.as_data_frame() 
Out[6]: 
 
Due to decision tree nature, we are producing our prediction based on 
probabilities, where the highest determines the damage types. Here is 
shown a demonstration with head of the data. 

 
In [7]: 
preds = aml.leader.predict(test) 
preds 

drf prediction progress: |█████████████████████| 
100% 

predict p1 p2 p3 

3 0 0.250845 0.749155 

2 0.0039452 0.727689 0.268366 

2 0.0245312 0.847322 0.128147 

1 0.666667 0.333333 0 

3 0.00146907 0.17418 0.824351 

2 0.141407 0.581733 0.27686 

1 0.576923 0.423077 0 

3 0.0212464 0.315511 0.663242 

2 0.0180474 0.565369 0.416583 

2 0 0.921306 0.0786937 

 



Emre S. Ozmen16 .

5.2 All Models (Classification and Regression) 
Replication for larger set of models. 
In [8]: 
 
train = 
h2o.import_file(r"C:\Users\YourUsername\Desktop\t
rain_quake.csv") 
test = 
h2o.import_file(r"C:\Users\YourUsername\Desktop\t
est_quake.csv") 

Parse progress: |████████████████████████████| 
100% 
Parse progress: |█████████████████████████████| 
100% 
In [9]: 
# left intentionally blank 
 
x = train.columns 
y = "damage_grade" 
x.remove(y) 

 
This time max_models is selected with 20 models, if applies. 
 
In [10]: 
aml = H2OAutoML(max_models=20, seed=1) 
aml.train(x=x, y=y, training_frame=train) 

AutoML progress: |█ 
22:19:05.835: AutoML: XGBoost is not available; 
skipping it. 
 
███████████████Failed polling AutoML progress 
log: [WinError 32] The process cannot access the 
file because it is being used by another process: 
'C:\\Users\\emreo\\AppData\\Local\\Temp\\tmpwve5u
jam.csv' 
███████████████Failed polling AutoML progress 
log: [WinError 32] The process cannot access the 
file because it is being used by another process: 
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'C:\\Users\\emreo\\AppData\\Local\\Temp\\tmp9gfk0
t7e.csv' 
█Failed polling AutoML progress log: [WinError 
32] The process cannot access the file because it 
is being used by another process: 
'C:\\Users\\emreo\\AppData\\Local\\Temp\\tmpkukga
xmc.csv' 
█Failed polling AutoML progress log: [WinError 
32] The process cannot access the file because it 
is being used by another process: 
'C:\\Users\\emreo\\AppData\\Local\\Temp\\tmppmq_s
o3d.csv' 
█| 100% 
 
5.3 Winning Model 
Leaderboard.head brings us the top ten, Stacked Ensemble with 
regression leads the run, our DRF makes only a number 6 here. 
In [11]: 
aml.leaderboard.head() 

model_id 
mean_re
sidual_d
eviance 

rmse mse mae rmsle 

StackedEnsemble_AllModels_Auto
ML_20200729_22 0.200279 0.4475

2 
0.2002
7 

0.35
07 

0.1458
7 

StackedEnsemble_BestOfFamily_Au
toML_20200729 0.200869 0.4481

8 
0.2008
6 

0.35
17 

0.1461
0 

GBM_grid__1_AutoML_20200729_
221905_model_4 0.201596 0.4489

9 
0.2015
9 

0.35
50 

0.1465
5 

GBM_5_AutoML_20200729_22190
5 0.206886 0.4548

4 
0.2068
8 

0.36
12 

0.1485
8 

GBM_grid__1_AutoML_20200729_
221905_model_2 0.208152 0.4562

3 
0.2081
5 

0.35
93 

0.1489
1 

DRF_1_AutoML_20200729_221905 0.209826 0.4580
6 

0.2098
2 

0.36
49 

0.1495
4 

GBM_4_AutoML_20200729_22190
5 0.210362 0.4586

5 
0.2103
6 

0.36
72 

0.1496
2 

GBM_3_AutoML_20200729_22190
5 0.214197 0.4628

1 
0.2141
9 

0.37
24 

0.1510
3 
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model_id 
mean_re
sidual_d
eviance 

rmse mse mae rmsle 

XRT_1_AutoML_20200729_221905 0.214246 0.4628
6 

0.2142
4 

0.37
60 

0.1508
0 

GBM_2_AutoML_20200729_22190
5 0.217049 0.4658

85 
0.2170
49 

0.37
613 

0.1520
45 

Out[11]: 
 
Unlike probabilities of DRF, prediction makes float numbers here. To be 
able to submit, they were rounded to up.  

In [12]: 
pred = aml.predict(test) 
pred 

stackedensemble prediction progress: |██████████ 
100% 
 

predict 

2.80101 

2.23104 

2.16015 

1.26562 

2.80709 

2.07994 

1.33965 

2.91986 

2.16437 

2.10983 

Out[12]: 
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Predictions were exported, results for F1 performance was published as 
0.74, a Top 10% score out of 3,300 participants.   

In [13]: 
h2o.export_file(pred, 
'C:\\Users\\emreo\\Desktop\\equake2_competition.c
sv') 

Export File progress: |█████████████████████████| 
100% 
In [14]: 
perf = aml.leader.model_performance(test) 
perf 

ModelMetricsRegressionGLM: stackedensemble 
** Reported on test data. ** 
 
MSE: 0.2040952424641873 
RMSE: 0.4492346017670735 
Precision: 0.773808480433232 
Recall: 0.71268232018074937 
F1: 0.73755288647432567 
Out[14]: 
 
6. Conclusion 
Earthquakes are moments that make us powerless and speechless. This is 
even more true for emerging countries, since most of the time resources 
are limited. From this perspective any contribution may have say. This 
automated machine learning application needs to be considered in this 
extent. AML performed significantly well, scored Top 10% amongst 
3,300 participants on 2015 Nepal Earthquake Damage Estimator with 
300K houses, with very modest data cleansing and/or coding necessity. 
Tool was explicit enough to share important factors and very promising 
confusion matrix as well as cross validation derivatives. It looks like it is 
dependable and reproduceable to serve both practitioners and researchers. 
Future directions include more applications with all other countries 
suffering from earthquakes including Turkey, China, Iran, Chile and 
Indonesia. 
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1.	 INTRODUCTION

It will not be possible for the textile industry to keep up with the 
rapidly changing and developing fashion trends, unless it gets a bigger 
share from the market with innovative products, integrates with different 
disciplines in design and makes production in the light of creative ideas 
using different materials. Other than textile materials, paper, ceramic, 
metal, natural objects such as leaves, branches, waste etc. can be used as 
materials in design [1].

Before the 20th century, any change in model techniques and/or style, 
was considered as an innovation. As of the 20th century, the search for 
an artistic expression, regarding new materials and new cloth production 
methods, has begun [2].

As a completely new technique, 3D printing makes its appearance in 
textile sector. Even though 3D printers are first used in 1984 by Chulk Hull 
of 3D Systems, it becomes popular in the textile applications after 2010 
[3]. It is still not widely used in the industry but it is especially important 
for independent designers to easily turn their ideas into products [4][5]. It 
eliminates complicated production processes and enables the design to be 
produced in only one move. With the use of 3D printers in textile design, 
clothes can be produced as a whole, as shown in Figure 1.

Figure 1 All garment produced using a 3D printer [3].
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In addition, surfaces can be obtained with 3D printers, as seen in 
Figure 2. These will be presented as an alternative to woven or knitted 
surfaces that form the basis of the textile surface in the future [4].

Figure 2 Fabric produced with a 3D printer [5].

Innovation turns creative ideas into industrial products. Innovation 
can also be defined as turning designs into marketable high value-added 
products. The design made during the process, transforms into a new work 
idea and holds great importance for maintaining continuity of businesses.

Using unusual materials and innovative methods rather than 
conventional ones creates a new insight in textile design. Only innovative 
and creative designs which combines various disciplines like art, 
engineering, science can find their ways into today’s industry.  

2.	 MATERIAL AND METHOD

2.1. Materials

In this study, felt was chosen as the main material of the garment, as 
the costume was inspired by Mevlana and his clothes. The main material is 
preferred since it keeps an upright position and gives an “aba” appearance 
when worn. In the designed costume, lining was sewn in order to prevent 
the fluff falling from felt sticking to the clothes underneath and also to 
prevent the embroidery lines from being seen. Lozenge patterned tulle was 
also used in the costume decorations. It is aimed to give movement to 
the costume and appeal to the eyes. Silver color was chosen for tulle to 
match the chain accessories and embroidery yarn used. Additionally, the 
edge details were cut into triangles as a transition to the metal accessories. 
Properties of the main material, lining material and tulle used in the 
designed costume are given in Table 1 below.

Table 1 Properties of main material, lining material and tulle

Material Type
Size 
(m)

Weight 
(gr / m2)

Color

Synthetic Felt 2 x 1 640
Black
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Lining (Shirting) 2 x 1 125
Black

Decorative Diamond Patterned Tulle 1x 0,5 65 Silver

Instead of conventional sewing method, bolts and nuts, which are 
used to fasten machine parts, are used as a joining method in the designed 
costume. The purpose of using a different joining technique in the designed 
costume is the increasing interest to new viewpoints in the textile sector 
and increasing share of innovative design companies. Dressing is one of 
our primary needs, however, not all textile products are necessities so that 
people look for a particular reason to buy a textile product. New techniques, 
new styles, new materials may be appealing to the customers. As the 
demand for conventionally produced textile materials decreases, designers 
offer more innovative designs to increase their sales. Unconventional use 
of bolts and nuts in this design serves for boosting demand in the market. 
Properties of bolts and nuts used in the costume are given in Table 2 below.

Table 2 Properties of bolts and nuts used in joining

Material Type Feature Quantity Color

M6 Bolt Countersunk Head 22 Silver

M6 Nut Cap (Acone) 22 Silver

Metal accessories are mainly used in the costume to attract attention. 
Metal appearance is preferred in all accessories. The accessories and their 
properties are given in Table 3 below.

Table 3 Accessories used and their features.

Accessory

Name Material Weight Size Piece Color

Rosary Grain Metal Wire 0,327 gr ∅ 6  mm 23 Pieces Silver

Bead Plastic 0,016 gr ∅ 3  mm 139 
Pieces Silver

Bead Nail Metal Wire 0,149 gr 30 mm’lik 23 Pieces Silver

Embroidery Yarn Metallic 
Yarn Nm 3,5/10 --- --- Silver

Needlepoint Yarn Polyester Nm 10/3 --- --- Gray
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Sewing Yarn Polyester Ne 42/2 --- --- Black

Chain Metal 0,179 gr/1 
pod

Wire 
thickness:1.2 mm 271 baklaSilver

5 cm Triangle Steel ~20 gr ∆ Equilateral 50 
mm 5 Adet Black

5 cm Triangle Aluminum ~7 gr ∆ Equilateral 50 
mm 7 Adet Silver

7 cm Triangle Steel ~40 gr ∆ Equilateral 70 
mm 8 Adet Black

7 cm Triangle Aluminum ~13 gr ∆ Equilateral 70 
mm 5 Adet Silver

2.2. Method

In the design process, a sketch is drawn on a silhouette at first. Then, 
the technical drawings of the costume are prepared in three parts according 
to the male mannequin’s measurements and transferred to a model. 
The accessories are marked on the model regarding the drawings. After 
determining the accessories, the embroideries are placed on the model to 
make it flamboyant. The picture of the designed costume drawn by hand on 
the silhouette is given in Figure 3 below and the dimensions of the costume 
are given in Figure 4.

Figure 3 Dress-up picture of the costume drawn by hand on the silhouette.
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Figure 4 Dimensions of the designed costume.

The felt was cut according to the designed model. Then, the decorative 
diamond-patterned tulle fabric was appliqued to the felt. While being 
appliqued, the edges of the decorative diamond patterned tulle fabric are 
cut in triangles to form a transition between fabric and metal accessories. 
Triangular pattern is used on the left shoulder and also on the back of the 
design as shown in Figure 5.

Figure 5 Applique details of decorative diamond-patterned tulle fabric

As shown in Figure 6, six chains are mounted on the shoulders of the 
right front part and a bead nail is attached to each of the chain ends. A zigzag 
pattern is applied to the mounted section by using silver embroidery yarn 
and chain embroidery technique. The lower corner of the triangle, where 
the zigzag pattern meets the chain, and also some part of the chains are 
garnished with silver-colored plastic beads. An asymmetrical appearance 
is provided by choosing different lengths of the chains.
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Figure 6 Shoulder details of the right front part

Since the front part of the costume will not be buttoned up, it is 
decorated with chains instead of using buttons and buttonholes as shown 
in Figure 7. Three rosary beads were mounted on each end of the chains 
with the help of bead nails. This detail is used on the right and left front of 
the costume.

Figure 7 Details of the front part

The main decoration in the design is chosen as “S” twist as it is the 
main pattern in metal ornamental blacksmithing. Figure 8 shows the “S” 
twist used in metal ornamental blacksmithing.

Figure 8 “S” twist used in metal ornamental blacksmithing
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Existing embroidery patterns are tried; however, the embroideries are 
observed to be unpretentious and weak due to thick fabric (felt) use. For 
this purpose, “Chain” embroidery was developed and a new embroidery 
pattern was created. This embroidery is thicker and bulkier than chain 
embroidery. The new embroidery is named as “Circular Chain”. The stages 
of the newly designed “Circular Chain” embroidery are shown in Figure 
9 below. The stages have shown in Figure 9 (a), (b), (c) and (d) are the 
known chain embroidery stages. With the yarn shown in blue in Figure 9 
(e), S turns are made around the chain embroidery. In Figure 9 (f), S turns 
are given around the chain embroidery with the yarn seen in yellow in 
the other direction and the embroidery has taken its final form. Figure 9 
(g) shows the final version of the embroidery, which is embroidered with 
silver embroidery yarn on the felt.

S twist pattern is embroidered with this new technique on the right and 
left front parts. In the back of the cloth, a new pattern is formed by rotating 
S twist pattern around the edge of S. The new pattern is two horizontal S 
twists and it is embroidered with circular chain technique. The rotation of 
these S twists is inspired by Mevlana’s rotation during the Semâ Ceremony.

Figure 9 Stages of the newly designed “Circular Chain” embroidery

Also, the edges of the costume are embroidered with a plain chain 
stitch. The edges of the triangular metal accessories used in the skirts of the 
costume are contoured by using silver embroidery yarn using the handle 
embroidery technique.



Gülhan Pinarlik, Gökhan Yıldırım30 .

Today, CNC machinery is used to cut and shapes materials such as sheet 
metal, iron, steel, aluminum, wood, plexiglass and so on. As accessories, 
aluminum and steel parts are shaped in the form of equilateral triangles 
with 7 and 5 cm sides by using CNC, a computer controlled production 
tool. After shaped, the triangular accessories are drilled on the corners in 
the dimensions given in Figure 10. Then, they are placed on the costume 
by using plastic beads and gray yarn.

Figure 10 Autodesk Inverter drawings and dimensions of triangles used as 
accessories.

Plastic beads are used to prevent metals from cutting the yarn and also 
to give a rivet-like appearance.
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Figure 11 The image of the triangles used as accessories on the garment.

After the processing and lining process of the designed costume was 
completed, a total of 22 pieces of silver-colored M6 countersunk bolts are 
fastened with silver-colored M6 cap (acorn) nuts. Six are used on each of 
the shoulders and five are used on the sides. No stitches are used to join 
the front and back parts of the garment. Instead, bolts and nuts used in 
assembling machine parts were chosen (Figure 12). A countersunk bolt 
with countersunk was chosen in order to level the bolt surface and fabric to 
ensure that this connection does not disturb the body of the wearer. In order 
to complete the connection and also to draw attention on the costume, a cap 
nut is preferred. Figure 13 shows silver-colored M6 countersunk bolts and 
silver-colored M6 cap (acorn) nuts.

    
Figure 12: Assembling the Costume with Bolts and Nuts 

   
Figure 13: Silver-Colored M6 Countersunk Bolts and Silver-Colored M6 Cap 

(Acorn) Nuts
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The headdress, shown in Figure 13, is designed to be compatible with 
the costume as an accessory. The headdress consists of two parts. It is 
made by using the remaining materials from the costume. The headboard 
is decorated with chains and embroidery. A lining is sewn inside so that it 
is easy to wear and does not disturb the head.

Figure 13 Headgear

RESULTS

The results of the study are as follows;

3.	 The picture of the designed and produced costume with the 
headdress is shown in Figure 14.

Figure 14 Designed, produced costume and headdress
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•	 A costume is designed by using textile and metal materials together.

•	 The bolt and nut connection, which is used in the assembly of 
machine parts, is used as a new technique in the assembly of textile 
products successfully. It has been proven that a method other than sewing, 
which is essential in textile products, can be used.

•	 The “S” twist motif used in metals is successfully used as a pattern 
in costume design.

•	 The pattern obtained by rotating the “S” twist on the back details is 
inspired by the rotation of the whirling dervishes and the triangular metal 
details added to the pattern also represent them.

•	 The “Chain” embroidery design is improved and a new embroidery 
pattern is created since the former is unpretentious and weak due to 
thick fabric (felt). The new embroidery is thicker and bulkier than chain 
embroidery. It is named as “Circular Chain”.

•	 The weight of the costume is increased due to the use of felt and 
metal accessories. It is necessary to reduce the weight with lighter fabrics 
and light metal accessories.

•	 The “S” twists embroidered on the front piece are inspired from 
the whirling dervishes’ stance. However, the posture of his hands is 
not represented in embroidery. It can be modified so that it poses more 
similarity and becomes more interesting.

•	 An alternative is created to the design, embroidery, joining method 
and material because the interest to textile products may decrease over 
time and new models should be introduced periodically. 
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1.	 INTRODUCTION

Salt, which has been used as a nutrient since ancient times, is one 
of the most important inputs of the chemical industry in our age. Salt is 
expressed with the symbol NaCl [1]. The salt mine exists in two forms in 
the natural environment: dissolved salts and solid salts. Dissolved salts are 
found in the form of sea, lake, and groundwater. Solid salts can be found in 
underground salt mines as rock salt [2].

The method of keeping the foods by drying is the oldest keeping 
method the mankind have learned from nature and have been using since 
the ancient history. Since the amount of water in the food is reduced 
by the drying process, the possibility of enzymatic and microbiological 
deterioration isconsiderably reduced [3]. Today, salt is used extensively, 
especially in food, agriculture, animal husbandry, medicine, traffic, and 
industry, directly or indirectly [2, 4]. Salt is one of the most popular spices 
in the food industry. It is usually produced by extracting from seawater, 
purifying and drying. In one of the production technologies, crystal sea salt 
is dried, pulverized, packaged, and distributed to the market.

While the salt is pure, it consists of approximately 40% Sodium and 
60% Chlorine. Its hardness is 25 and its specific weight varies between 
2.1-235 g / cm3. Its melting point is 800.8 ° C and its boiling point is 1412 
° C. As it is produced from nature, its color is gray, yellow, red, even blue 
and green. However, while in pure form, salt is colorless [1].

In Turkey, crude salt production from seawater, from the lake, Rock 
(Underground Mining), and Resources (Underground) in four different 
ways, including the saltwater is produced. 63% of the lake’s salt production 
in Turkey, 30% of the sea, rock, 6%, and 1% are realized as a source of salt. 
Salt consumption is 67% in the chemical industry, 5% in the food industry 
and animal husbandry, 15% in the snow and ice struggle for highways, 
3% in table salt, and 10% in other industrial uses. The production and 
consumption of salt, which is intertwined with the human life process, 
gains importance in this respect [5].

Drying is a fundamental process of immense commercial importance 
in all industrial applications ranging from food, agriculture, mining, and 
even manufacturing sectors [6].

Fluidized bed drying has a special position. It is among the modern 
drying methods due to its unique advantages. These advantages include 
ease of use and maintenance, good mixing between solids, intense heat, 
and mass transfer gas phases [7]. The gas velocity in the fluidized bed must 
be adjusted very carefully. The contact between the powdered or granular 
dried material and the fluidizing gas is very good. Therefore, heat transfer 
between drying air and particles is also effective. With this drying system, 
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it is possible to dry the materials without any drawback in large temperature 
differences. The most important advantage of this system, where automatic 
loading and unloading is possible, is the completion of the drying process 
in a short time. [8].

In this study, it is aimed to determine the appropriate air velocity in the 
drying of salt in a fluid bed dryer.

2.	 MATERIAL AND METHOD

The salt (NaCl) used in this study is the lake salt taken from İzmir Salt 
Lake and it was obtained from a local company. The salt that is subjected 
to drying in the experiments is not the raw salt, it is the salt brought to the 
drying conditions through certain processes (pretreatments, evaporation, 
grinding, washing, centrifugation etc.) in the specified enterprise. Salt 
is generally of different grain sizes and is also available in the form of 
particles. The salt was filled with 100 g glass containers from the facility 
and closed so as not to absorb the humidity of the ambient air, it was moved 
to the location of the experiment set and kept in these containers until the 
experiments were carried out (Figure 1).

Figure 1. Salt used in the experiments

The product is placed in the desired bed height of the fluid bed dryer 
used in drying trials and shown in Figure 2. A cork type sieve is placed 
between the sample container and the hot air supply line. The desired 
airspeed (Fan) and drying air temperature (Heater) value are entered from 
the control panel according to the process values. The sample cup top is 
made of glass to see the boiling motion. In order to avoid product loss, 
a cloth filter can be attached to the dryer outlet, not to see the product 
loss during the trials (which is seen as another way to understand which 
airspeeds are ideal). To measure under-screen pressure, a manometer is 
attached to the hot air supply line.
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In the prepared test setup, a 3% moist salt product is formed at 200 
mm cake height, at an air temperature of 208.3 ° C, at air velocities of 0.7 
m / s, 0.8 m / s, 1.3 m / s, 1.5 m / s, 2.5 m / s and 2.9 m / s, respectively. 
The trials were repeated during the six different test periods calculated. At 
the end of the calculated period of each trial, drying was stopped and the 
moisture values were measured in the product’s moisture analyzer. At the 
end of the drying process, the total product remaining in the chamber is 
weighed and the product loss is calculated.

Figure 2. Fluid bed dryer1: Fan (TMM - Type: EJ9KB - Power: 4kW - Flow: 
470 m³ / h - Maximum Pressure: 225 mbar), 2: Resistance Heater (Max.180-250 
° C), 3: Hot Air Supply Line, 4: Chassis, 5: Sample Cup, 6: Sight Glass Column, 

7: Cloth Filter

Figure 3 illustrates a sieve analyzer (Loyk ESM-200, Turkey) that 
was measured on the product particle size distribution. Mesh sieve with 
large hole diameters is at the top and meshes with gradually shrinking hole 
diameters are placed in order and shaking motion is given. The product 
accumulates on the mesh with hole diameters that are too small to pass 
through the shaking motion. When the process is finished, the samples on 
the sieve are weighed and the grain size distribution results.

In the MFIX analysis program, a two-dimensional analysis was 
performed to see the boiling movement of the product according to the 
input speeds.
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Figure 3. Sieve analyzer

3.	 RESULTS AND DISCUSSION

The layer thickness (cake height) of the salt with a density of 1.084 g / 
ml, a specific heat of 0.88 kJ / kg K, and initial humidity of 3% was taken 
as 200 mm. Sieve analysis results of six different tests are given in Table 1.

Table 1. Sieve analysis results

SIEVE ANALYSIS RESULTS
Sample Amount (g) : 10
Revolutions per minute 
(rev/min)    : 100

Test time (min)        : 10

Sieve no
Particle Size 
(μ)

Hole 
Size 
(mesh)

Empty 
sieve 
weight 
(g)

Full screen 
weight 
(g)

Sample 
weight (g)

Weight 
value %

1 5000 4 374.2 374.8 0.6 6
2 3500 6 383.4 383.8 0.4 4
3 1020 20 340.4 345 4.6 46
4 850 20 347.4 349.6 2.2 22
5 <596 30 328 329.8 1.8 18
under sieve-   340 340.4 0.4 4
   
  Total = % 100
Test Result:  
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interspace
 >5000
 (μ)

5000-
3500 
(μ)

 3500-1020 
(μ)

1020-850
(μ)

850-596  
(μ)

<596 
(μ)

Sample 
amount % 6 4 46 22 18 4

sieve diameter=7 cm          

Calculations for the ideal boiling of 3 kg, 3% moist salt product at 
208.3 ° C air temperature, 0.7 m / s, 0.8 m / s, 1.3 m / s, 1.5 m / s, 2.5 
m / s and 2.9 m / s it is made. At equation 1 was found between 1 and 
30.14 kJ for the energy consumed until the water in the product reached 
the boiling point. With the help of the same formula, the energy spent to 
heat the product was 102.46 kJ and the energy required for the evaporation 
of the water coming to the boiling point was 203.13 kJ. By collecting 
the calculated energies, the total energy required for drying was found at 
335.70 kJ and the mass airflow required at 208.3 ° C was 1.74 kg/s.

TcmQ ∆= .. 						       (1)

The results of the tests carried out at the speeds of 0.7 m / s, 0.8 m / s, 
1.3 m / s, 1.5 m / s, 2.5 m / s and 2.9 m / s are given in Table 2. Total test 
times were 4.584 min, 4.011 min, 2.262 min, 2.139, 1.284 min, and 1.107, 
respectively.

Table 2. Flow rate results of trials at different air velocities

UNIT TEST 
1

TEST 
2

TEST 
3

TEST 
4

TEST 
5

TEST 
6

Pipe Diameter m 0.125 0.125 0.125 0.125 0.125 0.125

Air Speed m/s 0.7 0.8 1.3 1.5 2.5 2.9

Air flow m³/s 0.009 0.01 0.016 0.018 0.031 0.036

Volumetric Air Flow m³/min 0.515 0.589 0.957 1.104 1.841 2.135

Mass Air Flow kg/min 0.379 0.433 0.768 0.812 1.354 1.57

Total Test Time min 4.584 4.011 2.262 2.139 1.284 1.107

In the prepared test setup, a 3% moist salt product is formed at 200 
mm cake height, at an air temperature of 208.3 ° C, at air velocities of 0.7 
m / s, 0.8 m / s, 1.3 m / s, 1.5 m / s, 2.5 m / s and 2.9 m / s, respectively. 
The trials were repeated during the calculated test times. At the end of the 
calculated period of each trial, drying was stopped and the moisture values 
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were measured in the product’s moisture analyzer. At the end of the drying 
process, the total product remaining in the chamber is weighed and the 
product loss is calculated and the results are shown in Table 3.

Table 3. Data used in tests

UNIT TEST 1 TEST 2 TEST 3 TEST 4 TEST 5 TEST 6
Product initial 
density g/ml 1.084 1.084 1.084 1.084 1.084 1.084

Initial moisture % 3 3 3 3 3 3

Final moisture % 0.0801 0.0797 0.0680 0.0712 0.0632 0.0600

Test Time min 4.58 4.01 2.26 2.14 1.28 1.11
Initial product 
amount g 3000 3000 3000 3000 3000 3000
Final product 
amount g 2930 2920 2730 2598 2213 2012

Product loss % 2.33 2.67 9.00 13.40 26.23 32.93

Static cake height mm 200 200 200 200 200 200
Drying air 
temperature ºC 208.3 208.3 208.3 208.3 208.3 208.3
Air speed 
(fluidized) m/s 0.7 0.8 1.3 1.5 2.5 2.9
Pressure drop 
caused by the 
sieve

mbar 0.493 0.647 1.778 1.717 6.447 6.482

Pressure drop 
caused by the 
under-sieve 
product

mbar 12.065 12.688 16.525 20.585 27.04 28.086

Sieve code    - Sieve Sieve Sieve Sieve Sieve Sieve

As a result of the calculated periods, it was concluded that the product 
was dry and the ideal boiling speeds observed in the analyzes match the 
reality.

In the MFIX analysis program, a two-dimensional analysis was 
performed to see the boiling movement of the product according to the 
input speeds. Boiling images in the fifth second are shown in Figure 4.

In Figure 4, boiling was not observed because the gravity effect 
(pressure drop created by the bed) caused by the test1 and test2 product 
beds was insufficient. The increasing air velocity in Test3 and Test4 
overcomes the pressure drop and boils. In Test5 and Test6, it is clearly 
understood from the boiling movement that the air velocity is too high 
for the bed height. In summary, since the product does not boil at low 
speeds, drying does not occur, while high-speed product loss occurs and it 
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can be accepted as the most important criterion in the ideal speed drying 
process. It is observed that boiling at speeds of 1.3 m / s and 1.5 m / s is 
ideal. Time-dependent temperature graphs in the MFIX analysis program 
are shown in Figure 5.

Figure 4 MFIX analysis results
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Figure 5 Time-dependent temperature change

Figure 6 Temperature change of tests

In Figure 6, the bed temperature increases linearly and slowly in the 
air velocities before boiling. At the speeds that boil, the bed temperature 
increases rapidly and linearly. At high speeds, the bed temperature changes 
instantaneously (irregularly) due to air explosions and non-ideal boiling 
movements in the product. Drying time and ideal drying temperature 
depend on airspeed.

In the Solidworks simulation program, pressure losses caused by the 
sieve plate were examined. Since the results are very small and the scale 
range of the manometer in the test device is large, the results of the analysis 
here are included in the Figure 7.  The minimum / maximum pressure 
values of the tests were found as 1013.13 / 1013.68, 1013.17 / 1013.81, 
1012.97 / 1014.71, 1013.03 / 1014.72, 1012.33 / 1018.05 and 1012.29 / 
1018.65, respectively.



 .45Theory and Research in Engineering II

Figure 7 Pressure losses created by the sieve plate in the Solidwork program

4.	 CONCLUSIONS

Calculations for the ideal boiling of 3 kg, 3% moist salt product at 
208.3 ° C air temperature, 0.7 m / s, 0.8 m / s, 1.3 m / s, 1.5 m / s, 2.5 m / 
s and 2.9 m / s it is made. The total energy required for drying was 335.70 
kJ and the required mass airflow at 208.3 ° C was 1.74 kg/s. In addition, a 
two-dimensional analysis was performed to see the boiling movement of 
the product according to the input speeds in the analysis program. Boiling 
at speeds of 1.3 m / s and 1.5 m / s was ideal.
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1.  Introduction

Nanotechnology comes into our lives with many applications such 
as; self-cleaning paints, non-contaminating fabrics, coatings as hard as 
concrete to diamond, killing cancer cells without damaging the body, 
creams that do not lose their effect for days, socks that do not smell 
because they kill bacteria, and microbe-free refrigerators. As an application 
of nanotechnology, it is possible to prepare smart surfaces that water-
repelling (hydrophobic) and water-loving (hydrophilic). Many surfaces 
such as automobile glasses that do not require superhydrophobic wipers, 
non-fogging bathroom mirrors and vehicle interior windows, self-cleaning 
building exteriors (figure 1), non-clogging stent walls, ship exterior paints 
that algae and marine animals cannot adhere, and friction-free surfaces can 
be prepared.

Figure 1. Self-cleaning building exterior. A- self-cleaning nano-paint B- close up 
view of the droplet (Özgür et al., 2007:52)

Hydrophobic surfaces are a form of nanotechnology that is used in 
many areas of industry and new ones are being added to these areas every 
day. The interest in hydrophobic surfaces has been emerging for the first 
time by investigating the reasons why the lotus leaves are always clean. 
The leaf surface is covered with a material with low surface free energy 
as well as having nano-scale hairs present on the rough structure.  With a 
combination of both of these two properties, it has been determined that the 
lotus leaf surface has a hydrophobic property. Thus, due to the air trapped 
in the nanoscale spaces, the liquid drop on its surface contacts the surface 
with a very small area.

In this way, the liquid drop can remain on the surface with a high contact 
angle thanks to the surface tension, close to a spherical shape. It can also 
roll off the surface with a small slope. During rolling, the liquid drop cleans 
the surface of the material by taking away the dirt and dust particles on the 
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surface (Neinhuis and Barthlott, 1997:667). Because of these properties, 
hydrophobic/superhydrophobic surfaces have found many applications in 
industry such as; improving corrosion resistance, self-cleaning surfaces, 
prevention of icing and fogging, oil and water separation, battery 
manufacture technology, optical devices, water purification, membrane 
separation, and anti-bacterial surfaces, and medical applications.

The wetting behavior of the solid surface is very important for both 
practical applications and basic research. The hydrophilic or hydrophobic 
property (wettability) of the surface can be characterized by measuring 
the surface tension between the surface and the water droplet. If the 
contact angle is less than 90o, the surface is called hydrophilic, it is greater 
than 90o, it is called hydrophobic, it is between 150o and 180o, is named 
superhydrophobic. Contact angle (CA); depends on many factors including 
surface energy, roughness, method of surface preparation, and surface 
cleanliness (Bhushan and Jung, 2007:1033). Changes the wettability of the 
solid surface depends on the chemical properties and microstructure of the 
surface.

Hydrophobic surfaces can be prepared both by using low surface 
energy materials (such as fluoride or alkyl compounds) (chemical method) 
and by controlling the surface roughness (geometric method). Chemical 
modification of the flat surface can maximum increased the contact 
angle up to 120o, while the contact angle can be increased above 150o 
by increasing the surface roughness by adding nanoscale particles to the 
structure. With the creation of surface roughness or air pockets, the surface 
area increases, and the hydrophobicity of the surface is increased (Hsiang 
et al., 2007:420).

Non-wetting, in other words, water repellency (hydrophobicity) or vice 
versa, wettability (hydrophilicity), and surface energy terms encountered 
in the many disciplines, including construction, chemistry, food, textile, 
paint, glass, pharmacy, mining, electrical electronics, metallurgy, and 
materials, etc. It occurs during the production of materials or products in 
many different industrial areas. Some of them can be listed as follows: 
water-repellency, ie non-wetting fabric in textile (Liu et al., 2012:17426; 
Fang et al., 2017:2039), to obtain non-stick surface’s in the metal industry, 
the metal surface was coated with teflon etc. materials (Arukalam et al., 
2016:220; Gnedenkov et al., 2016:1241; Zdziennicka, et al., 2009:243),  , 
in the paper industry, the paintability and print quality of the paper surface 
(Gao et al., 2015:24; Asano and Shiraishi, 2015:55; Azemar et al., 2015:10), 
in mining, ore enrichment by flotation and solid-liquid separation by 
precipitation method (Raza et al., 2014:10137), in the food, cosmetics and 
paint industry ensuring the stability of emulsified products (Kapilashrami 
et al., 2004), in pharmaceutical to form drug (pill) formulations (Hölck, et 
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al., 2012:1285), in the electrical and electronics industry; the productioning 
of electronic circuits and the determination of the product quality in the 
production of insulation material (Syakur, et al., 2012:284), especially in 
the construction industry; coating with hydrophobic materials to protect 
the basic structures of buildings against groundwater (Le  and Nunes, 
2016:1), in the material field, to obtaining a super hydrophobic product 
or surface (Chakradhar, et al., 2011:8569) and in biomaterial production 
(Huebsch and Mooney, 2009:426; Mockenhaupt et al., 2008). Determining 
the wettability or non-wettability of a solid measured by the surface energy 
of that solid (figure 2).

Figure 2. The states of surfaces with different contact angles (Oberli  et al., 
2014:47)

There have not been many studies on the investigation of wettability 
and determination of surface energies. Syakur et al. 2012, added silicone 
rubber and silica sand to the epoxy and examined its hydrophobic character 
and electrical insulating ability and electrical insulating ability. As a 
result, both properties of silicone rubber increase positively while they 
determined that adding 10-20% silica by weight to epoxy does not affect 
these properties (Syakur et al. 2012:284). Atta et al. 2016, measured the 
water contact angle of epoxy coatings containing CaCO3 nanoparticles 
whose surface was modified with fatty acids. They found that the contact 
angle increased significantly with the addition of modified calcite (Atta et 
al., 2016:577). 

In today’s world, eliminating environmental pollution with traditional 
methods using water and chemicals will soon become impossible, given the 
increasing population and decreasing energy resources. Therefore, in recent 
years, individual and industrial level cleaning and environmental treatment 
issues have been among the topics of great interest to researchers. For this 
purpose, self-cleaning dyestuffs have started to be produced, and studies 
on bringing the self-cleaning feature to textile surfaces have come to the 
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fore. With the use of self-cleaning textile surfaces in daily life, reduction 
in cleaning costs is achieved by minimizing the use of water and electricity 
and conserving energy resources. Thus, it is aimed to develop sustainable 
innovative cleaning methods.

Inspirations from nature give researchers a remarkable perspective in 
experiencing nanotechnological developments. For example, the gecko, a 
type of lizard, can hold onto the surface on which it is located, thanks to 
the nano-structured hairs on its feet. Figure 3 shows the gecko lizard and 
the nano-structured hairs on its feet.

Figure 3. Micro and nano-structured hairs on the Gecko feet (Bozkaya, 2006)
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Lotus leaves have also nano-sized roughness. As a result of these 
leaves being nano-rough, a drop of water on the leaf surface rests on 
the nanoparticle contact with air much more than on a normal surface. 
Therefore, the surface tension of the water droplet prevents the drop from 
slipping and allows it to roll from the surface. Dirt particles on the surface 
are also effectively transported by the rolling liquid droplet. Thus, the 
surface gains self-cleaning quality. The lotus leaf and the water drop on it 
are shown in figure 4.

Figure 4. Leaves of Lotus Plant  (Özdoğan et al., 2006:287)

Studies on self-cleaning surfaces have been an area that researchers 
have focused on in recent years. Metal oxides such as TiO2, SiO2, ZnO, and 
MgO are used to obtain self-cleaning surfaces. Today, nanoparticles of said 
metal oxides are combined with textile materials to form nano-composites 
or these composites are transferred to the textile surface as a nano thin 
layer by different methods. Self-cleaning textile and glass surfaces thanks 
to the TiO2 coating, and self-cleaning dyestuffs obtained by adding titanium 
dioxide nanoparticles attract great attention today.

2. Basics of self-cleaning

2.1. Surface free energy / Surface tension

The atoms on the surface of the dense phase material interact with 
a very different environment than the atoms on its inner surface. This 
difference is due to the asymmetrical environment, for example; each atom 
of the bulk material is again surrounded by the same single type of atom. 
But on the surface, the situation is different, they are exposed to different 
influences as they interact with their close or distant neighbors around them. 
Therefore, these atoms have a different distribution of energy according to 
the atoms inside. Especially for liquids, this situation undesirably increases 
the energy of the liquid molecules. To reduce this energy, a force is created 
by the surface. To this in solids; the surface free energy in liquids is called 
surface tension and is represented by (γ).



Ceyda Bi̇lgi̇ç,  Şafak Bi̇lgiç54 .

Many aquatic insects live according to the laws of physics. For 
example; a water spider; walks on the membrane formed due to surface 
tension on the water. There is a dense velvety weave of hydrophobic 
(water-repellent) hairs covered with wax to prevent them from sticking to 
water (figure 5). Moreover, the legs of the water repellent (Gerris remigis) 
have a water contact angle of about 167o. It is therefore characterized by 
durable and robust super hydrophobicity (Liu et al., 2013:503).

Figure 5. Water spider (Yenice E.,2015)

2.2. Surface roughness

The most important factors affecting the contact angle are the surface 
energy and roughness of the solid. Surface energy arises as a result of 
surface tension. In a crystal structure, an atom in the crystal can stably hold 
its place as it is subjected to pulling force from all directions. However, it 
is not concerned with the same situation for surface atoms. The surface 
atom feels half the tensile force applied to an atom inside and therefore 
tends to rupture from the surface, which creates surface tension. The lower 
the surface tension, the smaller the contact angle. The increase in surface 
roughness causes both hydrophilic and hydrophobic properties to increase. 
The maximum contact angle that can be reached without roughness does 
not exceed 120o for a hydrophobic surface. As the roughness causes air 
compression between the surface and the water drop, the interaction 
between it decreases, so the contact angle increases on hydrophobic 
surfaces (Sas et al., 2012:824). 

In many studies in the literature, it is stated that surface roughness is 
one of the most important factors in the production of superhydrophobic 
and superoleophobic surfaces. The contact area between the surface and 
the liquid is minimized by increasing the surface roughness with the 
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chemicals used and thus superhydrophobic and superoleophobic surfaces 
can be produced (Lafuma and Quere, 2003:457).

Hong et al. created a water-repellent surface for automobile safety 
glasses by the sol-gel process. Surfaces are coated with a spray coating 
method consisting of a silica substrate and a fluorocarbon layer that 
provides surface roughness and also increases chemical and mechanical 
resistance. The mentioned method consists of two independent steps. The 
first step is to produce silica sols and water repellent coating solutions. The 
second step is the heat treatment for sputter deposition and curing. Silica 
sol was obtained by a two-step aging process: in the first aging, a basic 
catalyst such as NH4OH was added to a mixture of tetraethylortosilicate 
(TEOS) and ethanol, and in the second aging was performed by adding 
an acidic catalyst. Water-repellent coating solution flor was made by the 
hydrolysis reaction by the addition of fluoroalkylsilane, HCl and H20. After 
the glasses were cleaned, drying and heat treatment was carried out at 100-
500 oC on spray-coated silica glass. Then the water repellent solution was 
spray coated on the silica layer and the system was heated at 100-150 oC 
and cleaned with alcohol. Thanks to the coating developed within the scope 
of the study, the contact angle of the surface was increased up to 112o, but 
as a result of the safety tests, it was observed that the abrasion resistance 
decreased as the surface roughness increased (Hong et al., 1999:274).

Erbil et al. investigated that the effect of polymer concentration, film 
formation temperature and lack of solvent on the homogeneity, surface 
roughness and water contact angle of isotactic polypropylene coating. The 
profile of a water droplet on a smooth polymer surface has a contact angle 
of 104o. Increasing the initial concentration of the polymer increased the 
final coating thickness and surface roughness, hence contact angles up to 
149o. This surface provides a homogeneous initial precipitate layer grown 
on the network and creates a more homogeneous final coating. Changing 
the drying temperature and drying conditions affected homogeneity. 
Furthermore they were able to create a superhydrophobic polymer coatings 
on a variety of substrates, including aluminum foil, stainless steel, teflon, 
high density polyethylene and polypropylene other than glass slides. The 
only condition for applying this method to various surfaces is that the 
solvent mixture does not dissolve the underlying material. The disadvantage 
of this method is that after a long time deterioration of strength (Erbil et 
al., 2003:1377).

Zhang et al., a new, simple and low cost method has been developed 
to improve the surface properties of the TiO2 film. Degussa P25-TiO2 
nanoparticles-glazed ceramic tiles on tetraethyl orthosilicate (TEOS) 
was modified with. The effects of tetraethyl orthosilicate modification 
were investigated on the microstructure, crystal structure, hydrophilicity, 
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photocatalytic activity and stability of the films. In their study, the modified 
P25-TiO2 / TEOS particles compared to pure P25-TiO2 particles, have 
found that the better dispersion, the higher surface area, the greater surface 
roughness, and and have found that a smaller particle size exhibited. 
After 10 days in a dark place the coatings have better hydrophilicity and 
higher photocatalytic activity under visible light irradiation were observed. 
Therefore, they concluded that the P25-TiO2 / TEOS films have good wash 
resistance and would be a suitable candidate for practical applications 
(Zhang et al., 2013:141).

3. Theoretical basis about wettability

3.1. Wettability

Wetted the spread of a liquid on the solid surface and covering the 
surface at a certain rate and wetting of the solid surface to be covered 
by any liquid to a certain extent, the degree to which this phenomenon 
occurs is called wettability. The contact angle gives information about the 
wettability property of a material and the surface energy of a solid surface. 
According to the wetting theory, when a droplet is deposited on a solid 
surface, the fluid dynamics of both the solid and liquid phases are affected 
by different physical and chemical factors.  These factors are fluid dynamics 
of both solid and liquid phases, surface tension, density and solid-liquid 
temperatures, the viscosity of the liquid, surface roughness, and shape of 
the solid. Contact angles vary depending on the tensions between the three 
surfaces (Zhang et al., 2013:141)

If the contact angle is greater than 90°, the surface is hydrophobic and 
the liquid material cannot penetrate through the pores in the solid material 
and cannot fully wet the solid material. Fully wetting is observed when 
the contact pain is 0°. Surface energy, adhesion, and wettability increase 
as the contact angle decreases, and the larger the contact angle, the lower 
the surface energy, wettability, and adhesion (Zhang et al., 2013:141). 
The wetting event can be divided into two general classes: Equilibrium 
wetting occurring where a liquid and solid in contact are not intervened 
from outside and dynamic wetting in which the liquid or solid (or both) 
is in the transition to other phases during the wetting period. The wetting 
event can be divided into two general classes: equilibrium wetting where a 
liquid and solid in contact is not intervened, and the liquid or solid (or any 
It is the dynamic wetting in which the two) are in transition to other phases 
during the soaking period. A static contact angle is obtained if the system is 
in equilibrium and a dynamic contact angle if it is variable (Aydar, 2012).

When the surface of the wetting properties is analyzed; wetting 
properties is characterized by the main parameter is the is the static or 
dynamic contact angle with the solid of the liquid. The contact angle 
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depends on many factors; surface energy, surface roughness and whether 
the surface is clean or not, etc. If the liquid wets the surface (hydrophilic 
surface), the static contact angle value of 0o ≤ θ ≤ 90o, the liquid does not 
wet the surface (hydrophobic surface), the contact angle value is 90o ≤ θ ≤ 
180o. Surfaces show hydrophilic properties; composed of polar molecules 
having high surface energy, and show hydrophobic properties; composed 
of non-polar molecules having low energy surfaces. Contact angle 10 ° less 
than the super hydrophilic surfaces, while surfaces with a contact angle 
between 150 ° and 180 ° is known as superhydrophobic (Bhushan and 
Jung, 2011:1).

The relationship between the construction methods of superhydrophobic 
surfaces, surface morphology, and wettability was explained in theory by 
Ma and Hill. Extensive information has been given on the techniques of 
making non-wetting solid surfaces created by using polymer and sol gel 
chemistry. With the combination of micrometer and nanometer roughness 
scale, it has been emphasized that when used in low surface energy 
materials, the contact angle is greater than 150 ° and these types of surfaces 
are called superhydrophobic surfaces. The current situation and recent 
developments regarding superhydrophobic surfaces are explained in their 
studies (Ma and Hill, 2006:193).

Yüce et al. were investigated that the surface hydrophobicity of 
polystyrene nanoparticle nanocomposites as a function of nanoparticle. 
The contact angle change depending on the surface composition or surface 
roughness on the polystyrene surface was examined. Silica nanoparticles 
with polystyrene, chloroform and dimethylsilyl hydrophobic surface groups 
were used in the study. The coating was made on slides with the spin coating 
method. Characterization was made using contact angle measurement, 
scanning electron microscopy and atomic force microscope techniques. It 
has been found that in the case of good dispersion of nanoparticles, the 
cosine of the water contact angle (cos θ) decreases linearly with increasing 
mass percentages of the nanoparticles. This situation has shown that 
the composite surface includes the smooth polystyrene regions and the 
rough nanoparticle regions. Two-component (polymer and nanoparticle) 
composite surfaces where only the surface composition changes but 
the surface roughness is kept constant for each component are modeled 
the Cassie-Baxter model. The cosine of the water contact angle sharply 
decreased at the start of a transition as the nanoparticles formed clusters of 
broad size distribution. This behavior is modeled as a transition from the 
Wenzel regime to the Cassie-Baxter regime on a critical roughness length 
scale. This is because the Laplace pressure prevents the water droplet from 
penetrating the surface fluctuations (Yüce and Demirel, 2008).
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3.2. Wetting models

Contact angle measurements, first described by Thomas Young in 
1805, are still used to characterize the surface properties of solids such 
as non-wetting and surface energy and to determine liquid-solid interface 
and solid surface energy at minimum equilibrium distance, is one of the 
simplest and most accurate methods (Young, 1804:65; Bormashenko, 
2014:92). The expression of contact angle (θ) depending on the surface 
and interface energies is also known as the famous Young’s equation and 
is schematized in figure 6a. 

Young’s equality is based on the ideality of surfaces. Ideal substrate; 
they are chemically homogeneous, perfectly smooth surfaces. Accordingly, 
hysteresis is not concerned since there is no difference in advancement 
and regression contact angles for ideal systems. On the other hand, on the 
real (heterogeneous and rough) surfaces, since different angles may occur 
along the lines that the drop touches, an angle that exactly fits the Young 
equation cannot be observed (Aydar 2012).

The droplets form a three-phase contact line suitable for solid-liquid, 
solid-air, and liquid-air interfaces as shown in Figure 2. The forces created 
by the surface tension at each interface attract the drops on the solid surface 
and determine their shape (Sas et al., 2012:824; Blossey, 2003:301).  
According to Young’s equation (1), the cosine of the equilibrium water 
contact angle (θ) is directly proportional to the difference of interface forces 
per unit length of solid-air and solid-liquid, while inversely proportional to 
the liquid-air interface force (Shirtcliffe, 2010:124).

						      (1)

In liquids, there is a dynamic balance between the liquid surface and 
the inside of the liquid. Therefore, the free surface energy is the same at 
all points, but for solid surfaces, the free surface energy is not equal at all 
points. The equilibrium contact angle depends on surface conditions. The 
wetting behavior of smooth (ideal) and rough solids was developed by 
Young and Wenzel, Cassie-Baxter equations, respectively.

3.2.1. Wenzel’s Equation

During the studies to give water repellency to textile surfaces, Wenzel 
(1936) revealed that surface roughness can significantly alter the water 
contact angle (Wenzel, 1936:988). According to Wenzel’s equation (2), 
water progresses following all topological variations on the surface (Figure 
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6b). Wenzel’s equation is called homogeneous wetting, in which Young 
contact angle (θ) and surface roughness (r) are used to find the water 
contact angle on the rough surface.

				    (2)

where   is Wenzel’s contact angel affected by surface roughness; 
modified Wenzel’s equation is:

						      (3)

The roughness parameter (r) is found as the ratio of the liquid-solid 
contact area to the geometric projection of the liquid-solid interface. If 
the roughness parameter is equal to 1, the surface becomes a smooth 
ground, and Wenzel’s equation converted Young’s equation.  However, it 
is accepted that this parameter is always greater than 1 for rough surfaces 
and that it causes an increase in the contact angle of hydrophobic surfaces 
(Sas et al., 2012:824; Sanjay et al., 2012:76). 

Solid surfaces are seldom homogeneous. The microscopic surface 
roughness comprising tangential direction at the three phase contact line 
is not parallel to the macroscopic solid surface. Wenzel was the first to try 
to uncover the relationship between surface roughness and actual contact 
angle. He stated that in parallel with the increase in surface roughness, 
the hydrophobic behavior of the material also increase. This behavior is 
associated with the increase in surface roughness provided by the surface 
area (Lee and Owens 2010:3247).

3.2.2. Cassie-Baxter’s Equation

Wettability of rough, chemically heterogeneous, two-component 
surfaces; often defined by the Cassie-Baxter model (Figure 6c). Cassie-
Baxter (1944) proposed another model to explain the roughness effect on 
the behavior of the drop on the surface. In contrast to Wenzel, wetting is 
assumed to be heterogeneous in this model; the air is trapped in the surface 
voids by the liquid. In this case, the contact area between liquid and solid is 
minimized, while the area between liquid and air is maximized. Thus, the 
liquid is forced to form spherical drops (Cassie and Baxter, 1944:546; Sas 
et al., 2012:824; Sanjay et al., 2012:76).
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Their model consists of two parts. The first part includes a surface 
fraction, f1, and contact angle of θ1 and the other part includes f2 and θ2 
(Cassie and Baxter, 1944:546). Hence, in Cassie and Baxter’s equation, the 
contact angle is defined as Eq. (4):

   				    (4)

where θ is the contact angle in the model of Cassie and Baxter and fi 
is the fraction of surface area with contact angle θi (f1 + f2 =1). If only air 
is present between solid and liquid, θ2 will be 180o. Therefore, Eq. (4) can 
be written as Eq. (5):

				    (5)

where fs is the fractional solid surface with a contact angle of θs. In 
addition to the models listed, more improved models have been provided 
in references to predict the specific modes of wetting (Lopes et al., 
2013:24530; Sas et al., 2012:824). 

Figure 6. Different wetting models (Barati Darband et al.,2020:1763)

4. Conclusions

Nanotechnology is a technology that deals with structures and 
processes on the order of one billionth of a meter. New properties of 
materials that are reduced to a nanoscale size that cannot be observed 
on a macro-scale are emerging. Two basic strategies known as top-down 
and bottom-up are used to reduce materials to nanosize. While physical 
methods are used in the top-down strategy, chemical methods are used in 
the bottom-up strategy. 



 .61Theory and Research in Engineering II

Due to the important properties given to materials, nanotechnology 
has been used widely in composite applications and the production 
of nanocomposites has gained speed. Nanocomposites consist of two 
components as filling and matrix materials. While filling materials are 
nano-sized particles, tubes, and fibers, matrix materials are polymer, metal, 
ceramic, and their derivatives. The most commonly used matrix material 
is thermoplastic polymer matrices. The main reasons for this are the ease 
of processing, mechanical properties, flexible structure, and low density of 
polymers. In the production of polymer nanocomposites, melt blending, 
solvent method, and in-situ polymerization methods are widely used.

In this article, developments about surface characterization and its 
applications in nanotechnology and studies on this subject are compiled. 
Hydrophobicity or severe water repellency of the surface finds important 
solutions in many application areas such as self-cleaning, coating, corrosion 
resistance, biotechnology, and low friction coatings. It is possible to adjust 
the surface topography by selecting the design parameters of the surface 
appropriately, and thus to obtain the hydrophobicity afterward.
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INTRODUCTION

Electrical energy demand is increasing rapidly in proportion to 
technological developments. As the electrical energy generation capacity 
is limited, it is vital to use the generated energy in the most efficient 
way (Cengiz et al., 2017).  However, limited energy resources have led 
system planners to look for new techniques to improve the power system 
performance (Albatsh et al., 2017 & Kocaman et al., 2015). Electric power 
systems are designed to be stable in both steady state and various operating 
conditions. As the population and economy are growing, flexibility, 
reliability and capacity of the existing systems should be increased (Bakır 
et al., 2018; Kocaman et al., 2020 & Ikbal et al., 2019). Controlling 
and optimization of power systems are the easiest and most appropriate 
approaches to achieve this aim (Yıldırım et al., 2017 & Cengiz et.al, 
2017). However, nonlinear conditions that may occur during operation of 
actual power systems adversely affect such flows. While the conventional 
methods have limited capabilities to optimize power systems in case of 
nonlinearity, one of the proposed solutions is upgrading existing power 
systems using flexible alternating current transmission system (FACTS) 
controllers (Haddadi et al., 2011; Li et al., 2000 & Gotham et al., 1998). 
In this regard, various FACTS devices have been developed and used for 
whole system optimization. However, it is necessary to perform certain 
analyses concerning both planning and operating sections of power systems. 
One of the most important analyses is power flow analysis, which provides 
data for optimal power flow studies (Allaoua et al., 2009). Power flow 
analysis allows system engineers to plan the operation of power systems 
under existing conditions and to optimize power systems according to the 
requirements of future applications. 

Power system engineers and planners should perform an adequate 
and effective power flow analysis for continuous operating and advanced 
controlling the system components. As there are numerous and efficient 
power flow analysis techniques available in the literature to analyze the 
power system (Farag et al., 2011; Haque 2000; Li et al., 2014 & Li et al., 
2016), a power flow analysis algorithm should have following capabilities:

(i) Quick convergence performance for immediate detection of system 
transients.

(ii) General design for ability of quick and easy adaptation.

The power flow analysis techniques that available in literature have 
disabilities to handle modern power systems (Ghatak et al., 2017). These 
limitations are major disadvantages of such algorithms. 
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Researchers were studied various components and devices are 
developed to adapt conventional power flow analysis methods with 
modern power systems (Bhullar et al., 2017; Pourbagher et al., 2018). As 
the FACTS devices are components developed for this purpose, among 
them, unified power flow controller (UPFC) is the most effective to regulate 
active and reactive power flows in power systems due to its regulation and 
optimization capability. 

UPFC is designed as two controlled converters linked back-to-back 
with a DC link. Usually, the shunt voltage source converter (VSC) is 
considered as a static synchronous compensator (STATCOM) (Alamelu 
et al., 2015) and series one as a static synchronous series compensator 
(SSSC) (Shojaeian et al., 2013). The shunt component injects a current into 
the system while the series component injects a series voltage (Shahgholian 
et al., 2017). 

The literature review shows that researchers have generally attempted 
to control converter units using various methods and algorithms, including 
intelligent systems, such as artificial neural networks, fuzzy logic, and 
genetic algorithm (Albatsh et al., 2017; Nahak et al., 2017; Sarker et al., 
2014; Hashemi et al., 2014 & Morsli et al., 2012) . FACTS devices are 
designed and discussed in general terms at (Ghatak et al., 2017 & Lei et al., 
2017) and UPFC at (Mehrjerdi et al., 2017 & Tumay et al., 2004) in detail. 

In this context, this study focused on developing an efficient control 
strategy for unified power flow controller based on the Newton – Raphson 
power flow analysis method for transmission line loss minimization and 
loading regulation to show the advantages of FACTS devices on power 
system optimization. A comprehensive model that consist of incorporating 
power flow analysis algorithm and unified power flow controller was 
designed, which uses overall system data. The results obtained show that 
proposed method has quick response capability to regulate line loadings 
and decreasing line power losses.

The proposed advanced control model incorporating the Newton 
– Raphson (NR) power flow analysis method with UPFC was designed 
under the MATLAB / Simulink platform, where the code section of 
algorithm was compiled with the MATLAB editor. The performance of the 
developed method was validated in terms of both transmission line loading 
regulation and transmission power loss minimization on the IEEE-30 bus 
system by comparing the results with the pre-known values given in the 
literature using two scenarios which were line fault and generator outage. 
After validating the proposed model, its advantages and performance were 
further discussed based on the results of two case studies; line fault and 
generator outage.
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In the literature, researchers were focused on controlling such 
devices by intelligent methods. Beside the advantages of these methods, 
computation time arises proportionally with the systems getting complex. 
In addition, system design and operation are relatively difficult. Proposed 
technique is based on conventional power flow algorithm and UPFC 
structures, which have less computation time and simple design.   

The main contribution and highlights of this method can be given as 
follows:

•	 This approach differs by using allover system data and contains 
an algorithm that repeating in a sequence for continuous optimization 
from references (Tumay et al., 2004) and (Ambriz-Perez et al., 1998) that 
focused on an integrated model consist of UPFC and NR algorithm.

•	 The structure of the proposed model is similar as closed-loop 
feedback control algorithm that widely studied in literature like in 
references (Kumar et al., 2017 & Sereeter et al., 2017). However, this 
study uses all system data and performs power flow analysis periodically 
by timer subprogram to determine system changes and regulate them.

NEWTON-RAPHSON POWER FLOW ANALYSIS METHOD

It is necessary to define NR power flow algorithm for better 
understanding of proposed technique. Power systems can be described as 
a network of buses and branches. Network buses can be classified as slack 
bus, generator bus (PV bus) and load bus (PQ bus). Each bus in the power 
network is fully characterized by the following four electrical quantities:

• iV : voltage magnitude

• iδ : voltage phase angle

• iP : active power (W)

• iQ : reactive power (VAr)

The power flow problem concerns the computation of the voltage 

magnitude iV  and angle iδ  in each bus of a power system, where power 
generation and consumption are given (Sereeter et al., 2017). 

In the literature, power flow analysis is widely undertaken using the 
NR method, in which an NR iteration is used to solve a nonlinear system 
of equations ( ) 0F x =

 . As this method is relatively more robust for most 
starting values, it is vital to select these values carefully for best convergence 
or speed of iteration. The NR iterative method can be described generally as: 
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( ) ( ) ( )0 0 0y f x J x x= + −       			 
	 (1)

and in terms of x

( ) ( ) [ ]10 0 ( (0))x x J y f x−= + −  				    (2)

In (1) and (2), J  is partial derivatives matrix called the Jacobian. For 
the iteration count i , (2) can be rewritten as:

[ ]1
1 ( )i i i ix x J y f x−
+ = + −  					    (3)

Equation (3) is the general representation of the NR iterative method. 
The application of the algorithm for power flow analysis can be given as 
follows:

[ ]1
1 1 1( )i iV V J S f V−
+ = + −  					    (4)

In (4), S  is the specified complex power at any ( , )P Q  busbar and
( )f V is the calculated power value at that busbar based on the current 

values of computed voltage. Thus, (4) can be rewritten as:

1i i iS J V +∆ = ∆  						      (5)

Equation (5) is the fundamental representation of the NR algorithm for 
power flow analysis. Convergence can be obtained by comparing S∆ power 
mismatches against a pre-specified value, rather than voltage comparison. 
As the equations are in complex form, solutions can be provided using 
cartesian or polar representations (Powell 2004). In this study, polar forms 
of equations were used to create the algorithm. The shortened form of polar 
representation of the NR algorithm for power flow solutions obtained from 
(Powell 2004) can be given as:

1 2

3 4

J JP
J JQ V

δ∆ ∆    
=     ∆ ∆    

 					     (6)

Moreover, the expanded version of (6) can be written as:

P P
P V
Q Q Q V

V

δδ

δ

∂ ∂ 
 ∆ ∆   ∂ ∂=     ∆ ∂ ∂ ∆    
 ∂ ∂ 

				    (7)
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For the general formation of (7), a busbar named “k” (Figure 1) can 
be used.

Bus k Bus j

k kV δ∠

k kP jQ+ j jP jQ+

j jV δ∠

Figure 1 Busbar structure for formulation

If 

* *

1

n

k k kj j
j

S V Y V
=

= ∑ 						      (8)

and polar representation of the node according to the aim of proposed 
study is

k

j

kj

j
k k

j
j j

j
kj kj

V V e

V V e

Y Y e

δ

δ

θ

=

=

=

						      (9)

then, (7) can be rewritten as:

( )*

1

kj j k
n

j
k k kj j

j
S V Y V e θ δ δ+ −

=

= ∑  				     (10)

As (7) is formed using the active and reactive powers, it is necessary 
to provide equations for obtaining these values. In the following equations, 
the Jacobian elements are also taken into account.
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1
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k k kj j k j kj
j
j k

k kk kk

P V Y V

V Y

δ δ θ

θ

=
≠

= − − +

+ −

∑
			     (11)

1

2

sin( )

sin( )

n

k k kj j k j kj
j
j k

k kk kk

Q V Y V

V Y

δ δ θ

θ

=
≠

= − − +

+ −

∑
			     (12)

Another major calculation for power flow analysis using the NR 
method is, as mentioned in (7), determining the Jacobian matrix elements. 
The contents of the Jacobian submatrices in polar coordinates are given 
in (Powell 2004) and these equations are used to construct the algorithm. 

UPFC STRUCTURE

UPFC, one of the most important FACTS devices, has the advantages 
of both SSSC and STATCOM. Voltage magnitude, phase angle and 
impedance can be controlled by UPFC without violating operating and 
security limits. It is capable of controlling each of the three variables of 
voltage magnitude, active and reactive power flow simultaneously, as well 
as any combination of them, and also can be used for voltage regulation, 
series compensation, and phase angle regulation in power systems 
(Acharjee 2016). General representation of a UPFC connected between 
two busbars is given in Figure 2.
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Bus k Bus i

Shunt 
Transformer Series 

Transformer

VSC2VSC1
DC Link

k kV δ∠
i iV δ∠

k kP jQ+
i iP jQ+

Controlling 
Unit

Figure 2 UPFC structure and application

According to the aim of the proposed method, UPFC (Figure 2) was 
modified by adding a controlling unit. VSC1 and VSC2 converters were 
controlled by the determination of triggering angles via this unit. UPFC 
elements need to be explained in detail to provide a clear understanding 
of the overall structure. DC voltage is inverted to a pure AC signal. The 
magnitude and frequency of this signal is pre-defined with tolerance for 
system stability. 

The shunt converter transmits the injected real power obtained from 
the network to the series branch over the DC line. In addition, the shunt 
branch has the ability to control reactive power. The DC line is used for 
power exchange between the two converters. On the other hand, the series 
converter controls the power flows of power lines. UPFC has become an 
ideal AC-to-AC converter with these advanced capabilities (Efe 2018). 

As UPFC consists of two units, series and shunt, the mathematical 
model of this device can be obtained using these parts separately. This 
allows an advanced control of UPFC by simplifying the complex structure.

a.	 Series Unit

The equivalent circuit of the series unit is given in Figure 3. 
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line lineP jQ+Bus k

seXseV

Bus i

lineX
i iV ϕ∠

k kV ϕ∠

Figure 3 Series unit

This unit can be represented as an ideal controllable voltage source

seV with a series reactance seX . If k is the sending bus and i is the receiving 

bus, where kV  is the voltage of bus k  and iV  is the voltage of bus i , then 

the active and reactive power flows of the series unit are carried by the lineI  
line current as expressed in (13) and (14), respectively.

(cos( )) cosse i se i k i i
line

line line

V V V VP
jX jX
ϕ ϕ ϕ−

= − 	 (13)

2

2

sin

sin( ) 2 sin

k k i i
line

line

se se i se i k se se

line line

V V VQ
jX

V V V V V
jX jX

ϕ

ϕ ϕ ϕ

−
=

− −
+ +

	 (14)

b.	 Shunt Unit

The shunt unit is shown in Fig. 4.
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sh shP jQ+

Bus k

shX

k kV ϕ∠

shV

Figure 4 Shunt unit

The total power flow through the shunt unit is summarized in (15)

*

2cos sin
sh sh k sh

k sh sh k k sh sh

sh sh

P jQ V I
V V V V Vj

jX jX
ϕ ϕ

+ =

−
= −

		

	 (15)

Similar to the series unit, this section can also be defined with an ideal 

controllable voltage source shV  and a reactance shX .

For both units, the firing angles are updated using (16):
1t ta a a+ = ± ∆  						      (16)

where a∆  is the change in firing angle both decrement and increment, 
a is the firing angle, and t is the iteration number.

PROPOSED METHOD

The designed UPFC structure comprised two units: System data 
were collected by the hardware section designed using the MATLAB / 
Simulink platform and the code-based section was based on the NR power 
flow algorithm to optimize and regulate the system created by MATLAB 
editor. The code-based section also consisted of two sub-sections for data 
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preparation and NR algorithm. Both sections were obtained using the 
equations given in sections II and III.  

Power flow algorithm includes a subprogram used for forming the bus 
admittance matrix (Y-matrix) in four steps:

Step 1. Collect bus data and line data
Step 2. Initialize Y-bus 
Step 3. Form the diagonal elements
Step 4. Form the off - diagonal elements

The proposed method was designed for online use. Therefore, a timer 
sub-program was added to allow repeating power flow analysis at pre-
set intervals to observe the whole system periodically. Figure 5 presents 
the general flowchart of the NR power flow analysis including the data 
preparation section and timer sub-program.

Start

Call Y-
matrix

Convergence 
achieved? 

Call Timer 
subprogram 

Enter 
tolerance 

for 
iteration

Calculate ΔP and 
ΔQ for all busbars 

except slack

Compare ΔP 
and ΔQ with 

tolerance

Increase 
iteration 

count 

YesNo

Output bus 
conditions and line 

flows

NR 
Algorithm

Build J-
Matrix

Update V 
and δ 

Figure 5 NR Flowchart
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An integrated system incorporating the NR algorithm and data 
collecting units was created using MATLAB/Simulink. The structure of 
the designed system is shown in Figure 6, and the internal structure of the 
main controller block is given in Figure 7.

Figure 6 Proposed system

Figure 7 Main controller
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The branch data and system power values were fed into the system 
to be used in the power flow algorithm block presented in Figure 6. The 
busbar and line parameters of P, Q, R, X and B values collected from the 
system were converted to the matrix form and used by the power flow 
algorithm block to generate the actual magnitude and angle values. These 
values were compared to the reference values in the main controller 
generated by the computation block given in Figure 7. The sigma value 
was calculated using this comparison and the pulse generator adjusted the 
series and shunt pulses. The series and shunt converters were connected 
via a capacitor with a value of 5 millifarads. The active trigger time of 
pulses was determined by the comparison of the obtained and reference 
values. Since the proposed method used the overall system data, the pulses 
were adjusted more accurately (Efe 2018 & Efe 2018). 

The system capabilities were tested on different operating conditions 
of power system. These processes were detailed in the following sections.  

LINE FLOW REGULATION

Major loses occur at the transmission section of power systems. 
One of the vital studies concerning power utilities is the improvement of 
transmission conditions. FACTS devices are most effective in improving 
the transmission line losses (Hingorani et al., 1999). On the other hand, 
researchers have made progress in estimating such losses for better 
results and precautions. Classical calculations are inadequate due to the 
instantaneous changes during operation. This requires interfering with 
analyses momentarily for better regulation. Therefore, the proposed study 
focused on online regulation of line active and reactive power flows.

A computer with an Intel Core i7 processor and 16 GB RAM was used 
to simulate the proposed model under MATLAB/Simulink platform. Three 
cases were used to test the proposed system. In the first case, the standard 
IEEE-30 bus system was used, and it was aimed to validate the proposed 
system based on a pre-known value. The results of proposed method were 
compared with the results of (PowerWorld Simulator 2020; Al-Roomi 
2015) for simulation and (Zimmerman et al., 2011) for code based sections, 
and convergence was achieved. Simulations for steady state operating can 
be repeated by using (PowerWorld Simulator 2020 & Al-Roomi 2015).  

As the system was designed to be used in dynamic systems, after this 
validation process, the behavior of this system under line fault conditions 
was determined in the second case, and the generator outage conditions 
were tested in the third case. Details were given in following subsections.
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A- Validation on the Standard IEEE-30 Bus System

In this case, the standard IEEE-30 bus system proposed in (Christie 
1993) was used for the comparison of the UPFC-connected system results. 
The designed UPFC was placed between buses 12 and 15 at branch 18. 
This structure is illustrated in Figure 8.

Figure 8 IEEE-30 bus system with UPFC placement

The proposed method was validated by two ways: First, the bus voltage 
magnitudes per unit were compared to the values given in the literature 
(Figure 9). The base apparent power of the system was 100 MVA. In the 
second step, the line active and reactive losses of the selected lines were 
compared (Table 1).
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Table 1 Loss Comparison of Selected Lines

Between 
Buses

Iterative Method Proposed Method 

Active Power 
Loss (MW)

Reactive 
Power Loss 
(MVAr)

Active Power 
Loss (MW)

Reactive 
Power Loss 
(MVAr)

1-2 5.213 15.61 5.202 14.88
1-3 3.108 11.36 3.089 10.87
2-4 1.018 3.1 1.011 3.06
2-5 2.943 12.36 2.931 11.87
2-6 1.946 5.9 1.929 5.846
4-6 0.632 2.2 0.627 2.18
4-12 0 4.69 0 4.53
6-7 0.381 1.17 0.376 1.144
6-9 0 1.62 0 1.57
12-15 0.217 0.43 0.216 0.424
12-16 0.054 0.11 0.054 0.109
16-17 0.008 0.03 0.008 0.029

According to the comparisons shown in Fig. 10 and Table 1, the 
proposed model could be accepted as validated since the results were 
consistent with those of the NR based system described in the literature. In 



 .83Theory and Research in Engineering II

addition, the proposed method was successful at decreasing power loses, 
especially reactive power loses. This proves that the proposed system is 
appropriate for use in power flow studies.

B- Line Fault Conditions

Determination of transmission line faults is important because of 
correcting permanent faults in a short time. In addition to their adverse 
effects on operation, these faults can also affect the parameters concerning 
planning section in power flow analysis. Different events, such as insulation 
breakdown and lightning are common causes of power system faults. 
Line faults occur in a very short period; therefore, their distortions cannot 
always be observed in detail. 

Failure in a line due to a fault condition in a power system causes 
the transferring active and reactive power flows of that line to unfaulty 
lines. Unfortunately, this transfer cannot be linear. In this case, the major 
advantage of the proposed method is that line loadings can be optimized. 
Thus, both line losses can be minimized and busbar loading values can be 
adjusted. 

One of the most important advantage of the proposed method is that it 
allows observing and regulating possible effects of line faults on a power 
system. According to the validation of the method for such conditions, a 
line fault was assumed to occur on the line between buses 4 and 6. 

The system was simulated for 5 seconds with the fault starting at the 
1.7th second and ending at the 3.7th second. For a fast response, the timer 
subprogram was adjusted to 0.5 seconds. 

The system performance was expected to be observed via line loading 
values from buses 2 to 6. When the system was simulated, the loading 
value was increased from 89% to 145.9%. Addition of the developed 
UPFC structure to the system, regulated the line loadings and decreased 
this value to 125% for fault conditions. According to this decrement, the 
line active power losses were decreased from 3.2278 MW to 2.7718 MW 
and the reactive power losses were reduced from 9.7862 MVAr to 8.4036 
MVAr. The optimized power loses for the other lines are given in Table 2 
in relation to the data in Table 1. 

These values are the most significant ones that obtained for such 
condition. For safety and to avoid any possible blackout situation, 
maximum loading was limited to 125% at all lines. 
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Table 2 Line Loss Comparison for Line Fault Conditions

Between 
Buses

Line 
Loading 
value for 
normal 
operation 
conditions 
(%)

Line 
Loading 
value 
during 
fault (%)

Line 
Loading 
value 
during 
fault 
with 
UPFC 
(%)

Losses During 
Fault Without 
Proposed UPFC

Losses During 
Fault With 
Proposed UPFC

Active 
Power 
Loss 
(MW)

Reactive 
Power 
Loss 
(MVAr)

Active 
Power 
Loss 
(MW)

Reactive 
Power 
Loss 
(MVAr)

1-2 126.7 144.4 124.8 6.0114 18.0006 5.2074 15.5931
1-3 63.7 48.4 54.6 2.3894 8.7333 2.7016 9.8747
2-4 64.6 23.4 41.1 0.3731 1.1362 0.6568 2.0002
2-5 60.8 73.8 59.7 3.6144 15.1798 2.9306 12.3078
4-6 81 0 0 0 0 0 0
4-12 71.5 103.9 75.2 0.0000 6.8957 0.0000 5.00238
6-7 29.1 16.8 25.5 0.2226 0.6834 0.3386 1.03974
6-9 44.5 29.3 33 0.0000 1.0792 0.0000 1.21832
12-15 56.6 81 59.4 0.3142 0.6226 0.2310 0.45765
12-16 47.2 103.3 75.9 0.1196 0.2436 0.0881 0.17938
16-17 23.7 81.8 66.3 0.0279 0.1048 0.0227 0.08511

The regulation process was performed by regulating the busbar voltage 
amplitudes. This procedure is also the purpose of all power flow analysis 
algorithms.  

Busbar voltage comparisons are given in Table 3 to offer a clear 
understanding of the effects of the proposed method on the operational 
system values.

Table 3 Busbar Average Voltage Amplitudes comparison for fault conditions

Bus No Normal 
Operating

Without 
UPFC

With 
UPFC

1 1.0600 1.0600 1.0600
2 1.0431 1.0384 1.0429
3 1.0207 1.0207 1.0206
4 1.0118 1.0111 1.0115
5 1.0100 1.0071 1.0097
6 1.0103 1.0044 1.0100
7 1.0024 0.9974 1.0022
8 1.0100 1.0051 1.0098
9 1.0509 1.0454 1.0506
10 1.0451 1.0363 1.0433
11 1.0820 1.0820 1.0820
12 1.0571 1.0577 1.0565
13 1.0710 1.0710 1.0710
14 1.0423 1.0423 1.0423
15 1.0377 1.0348 1.0369
16 1.0444 1.0386 1.0441
17 1.0399 1.0325 1.0393
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18 1.0282 1.0228 1.0267
19 1.0257 1.0190 1.0246
20 1.0297 1.0224 1.0288
21 1.0327 1.0240 1.0313
22 1.0333 1.0246 1.0324
23 1.0272 1.0221 1.0260
24 1.0216 1.0141 1.0202
25 1.0173 1.0077 1.0157
26 0.9997 0.9899 0.9960
27 1.0232 1.0127 1.0202
28 1.0068 1.0011 1.0064
29 1.0034 0.9926 1.0016
30 0.9919 0.9810 0.9889

C- Generator Outage Conditions

In modern power systems, loads are supplied by multi nodes. These 
supplements can be conventional, such as hydro and thermal or distributed 
generators; e.g., renewable energy sources. For both systems, any outage 
that is possible to occur at a generating unit directly affects the system 
in proportion to the capacity of generating unit. For the validation of the 
proposed method in the third case, generator 2 was disconnected from the 
power network.

It took 131 milliseconds for five iterations to reach convergence in 
the case of generator outage. The convergence graphs for the line fault, 
generator outage and normal operating conditions are given in Fig. 10.
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Figure 10 Convergence graph

According to the purpose of study, an outage was supposed to occur 
at generator 2 to observe the optimization ability of the proposed method 
under these conditions. Similar to the line fault conditions, the system was 
simulated for 5 seconds and the fault started at the 1.7th second and ended 
at the 3.7th second. For a fast response, the timer subprogram was adjusted 
to 0.5 seconds.  
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The comparison of line losses is given in Table 4. The table also 
includes the line loading values for a clear comparison. The simulation 
results demonstrate the system performance during outage. 

Table 4 Line Loss Comparison for Generator Outage Conditions

Between 
Buses

Line 
Loading 
value 
during 
outage (%)

Line 
Loading 
value 
during 
outage 
with UPFC 
(%)

Losses During Outage 
Without Proposed 
UPFC

Losses During Outage 
With Proposed UPFC

Active 
Power 
Loss (MW)

Reactive 
Power Loss 
(MVAr)

Active 
Power 
Loss 
(MW)

Reactive 
Power 
Loss 
(MVAr)

1-2 151.7 125 6.3159 18.9125 5.2157 15.6181
1-3 70.1 66.1 3.4610 12.6501 3.2707 11.9545
2-4 61 62 0.9727 2.9621 0.9908 3.0173
2-5 61.4 60.9 3.0074 12.6305 2.9895 12.5552
2-6 87.7 88.3 1.9404 5.8830 1.9580 5.9363
4-6 86.1 84 0.6798 2.3663 0.6647 2.3137
4-12 70.8 71 0.0000 4.6993 0.0000 4.7230
6-7 30.5 29.8 0.4041 1.2409 0.3957 1.2151
6-9 45.9 44 0.0000 1.6909 0.0000 1.6244
12-15 58.4 57.1 0.2266 0.4490 0.2220 0.4399
12-16 50.1 48 0.0580 0.1181 0.0557 0.1134
16-17 26.4 24.3 0.0090 0.0338 0.0083 0.0312

CONCLUSION

This study proposed a simple and effective line loading regulation and 
loss minimization technique for dynamic power systems by using FACTS 
devices. Regulator was designed with UPFC that incorporates with NR 
algorithm. The method was based on the NR power flow analysis algorithm 
because of its rapid convergence characteristic. 

Proposed method can be summarized as follows; data were collected 
from all busbars that necessary for NR algorithm. Collected data were formed 
as matrix form for processing and NR power flow algorithm performed. 
Amplitude and angle values, which are output of algorithm, were sent to 
main controller. These parameters were compared with reference values in 
main controller. Series and shunt pulses were generated for UPFC by this 
comparison. Reference data are nominal system operating values. 

Proposed method differs from previous studies by using allover 
system data to avoid any calculation errors and contains an algorithm that 
repeating in a sequence for continuous optimization.   

In addition, this study has significant advantages of using all system 
data and performing power flow analysis periodically by timer subprogram 
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to determine system changes and regulate them. This approach also allows 
regulating system in case of any fault type and location. 

As the purpose of study, proposed method was tested on two cases 
of line fault and generator outage after validation, and the system showed 
satisfactory performance on the decrement of transmission line losses. 
Another advantage of the developed system is that it can be adapted to any 
number of buses, which means it has a general design.
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INTRODUCTION 

Besides increasing carbon emmisions, growing energy demand, and 
the cost for establishing energy systems against to reduction of fossil fuels 
have lead policymakers and engineers to consider renewable and sustainable 
resources for energy generation. Based on OECD energy reports between 
2000-2019 in the OECD countries, renewable energy production has been 
increasing from 6,04% to 10,81% of primary energy supply (OECD 2020) 
[1]. Hydropower corresponds to 15,8% out of 26,2% of predictable 
renewable energy portion of worldwide electricity generation as of the 
beginning 2019 (REN21 2020) [2]. Significant developments in the 
hydropower sector by 2060 suggest that more than fifty percentage of energy 
consumption of the world will be reinforced by renewable resources (Ak, 
Kentel, and Kucukali 2017) [3]. Developments in the history of water wheels 
brought researchers to find out newer hydropower technologies. Since most 
of the larger traditional hydropower resources have already been reached 
approximately the best technology, with that perspective, the development of 
small and low head hydropower resources is under focus by researchers. 
Therefore, the classification of hydropower plants is required to understand 
what point it has ended so far. Although no agreement on the small 
hydropower definition in European Union (EU) members has been observed, 
it is accepted that the installed power is 10 MW or less than 10 MW 
according to the classification established by the European Small 
Hydropower Association (ESHA) (Kosnik 2010).  

According to the classification of hydropower systems (HPS), HPS 
are classified into two categories as potential and type of hydropower. Under 
the type of HPS, impoundment type and run-off river type come into 
prominence. The run-off river type does not require significant water storage 
in a reservoir with the help of natural conditions of sufficient water flow and 
volume exists. Depending on advantages and disadvantages of HPS as a 
trade-off matter, run-of-river systems are a very conservationist alternative 
to generate electricity for either on-grid or off-grid systems, which are likely 
under the attention of researchers and people who lives in rural areas 
nowadays.  

A famous example of rub-off-river systems is the gravitational water 
vortex power plant (GWVPP). There exist applications and research studies 
regarding GWVPP using different strategies on particular aspects. They are 
not only theoretical one that consists of numerical studies but also 
experimental one that covers laboratory and commercial installations relying 
on numerical results by Computational Fluid Dynamics’ (CFD) approaches. 

This chapter provides a basic tutorial and an installation process on 
the fundamental aspects of GWVPP systems including fundamentals of the 
technology, which is required supporting proposals. Besides that, general 
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approach for CFD modeling with an example of GWVPP velocity and 
pressure simulation has been done. 

DEFINITION OF GRAVITATIONAL WATER VORTEX 
POWER PLANT 

GWVPP is sustainable & renewable energy resources as an emerging 
technology, which generates energy. It is classified under micro-scale 
hydropower including vortex turbine system. The technology especially built 
right next to a stream based on a circular basin with a central orifice by using 
an upstream and an outlet canals. General view including turbine-generator 
system is represented in Figure 1. 

Generating a stable water vortex above an orifice drives a water 
turbine, which is positioned at a suitable height. Therefore, this system is 
able  to convert energy in a moving flow into rotational energy using a low 
head up to 5m, although most convenient researches are built between 0.5m 
and 3m (Dhakal, R., Shrestha, S., Neupane, H., Adhikari, S. and Bajracharya 
2020).  

 

 

Figure 1. Gravitational Water Vortex Power Plant (a) General Illustration 
(Cooke 2018), (b) Turbine-Generator System (Kumar 2020) 

 

System Description 

A GWVPP system as installed either on-grid or off-grid can build 
using facilities that requires comprehensive scheduling, detailed 
construction, and well-organized operation. A typical schematic of GWVPP 
is presented in Figure 2.  

(a)

(b)
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Figure 2. Flow Diagram of a Gravitational Water Vortex Power Plant 

FUNDAMENTALS 

Free-surface vortex flows are related to emerging technologies such as 
a GWVPP. The water flow produces a free-surface non-rotational vortex of a 
hydroelectric turbine located at the center of a basin structure. In order to 
generate power, a momentum difference is then created by placing a load 
between turbine blade and vortex flow. Vortexes must be carefully studied 
during the operation of hydroelectric power plants so as not to cause very 
harmful consequences. GWVPPs are modeled by CFD modeling tools to 
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generate power. Yet, simple analytic methods are still vital to provide 
analytical and numerical approaches for design choices and predictions. 
Therefore, at that point, the water vortex theory can be started with the 
classification of vortices. The other subtitles will be covering the other 
important parameters of vortices. 

Vortices Systematization 

A circulation determines the vortex strength known as the vortex 

behavior. 

2nrV   (1) 

where   is influenced by three parameters as basin structure geometry, Fr 
(Froude number), S/D (the relative submergence) (Hamed Sarkardeh, Amir 
Reza Zarrati, Ebrahim Jabbari 2011). An important parameter for generation 
free surface vortex is an air-core that is possible formation down the 
centerline of the vortex. Therefore, G.E. Hecker is classified free surface 
vortex with an increment of water density in six categories as (i) surface 
dimple, (ii) surface swirl, (iii) coherent swirl, dye core up to intake, (iv) 
vortex that attracts floating debris, but not air, (v) vortex that pulls air 
bubbles into inlet, and (vi) full air-core for intake (Hecker 1987). It was 
found that the possible impact increases from vortex type (i) through vortex 
type (vi) associated with full air-core.  

Due to reliability and safety, which comes first to consider/generate 
safe electricity, Sarkardeh et al. later distinguished free surface vortices into 
three essential categories according to the effect on the intake. The following 
classification was represented as following contents: Strongest type (Vortex 
A): Air bubbles extend from the water surface towards the intake. Due to the 
formation of a steady air-core at vortex midpoint, such vortex, which 
increases the air steady transmission to intake should be avoided. Stronger 
type (Vortex B): The vortex rotation extends downward so that it can pull 
debris together. Safest type accepted by researchers (Vortex C): It is related 
a slight dimple and the weak rotation. 

Theoretical Vortices’ Models 

A vortex is defined as the movement of a large number of material 
particles around a concentric point (Lugt 1983; Mulligan 2015). Also, 
Vortex flow is described in cylindrical coordinates at radial spot (r) from the 
rotation center. Here, Vθ, Vr, and Vz are defined the tangential, radial, and 
axial velocities, respectively.  In a basin structure of GWVPP without an 
impeller, a free-surface vortex creates fluid spin around a common center 
that coincides with an orifice at the basin structure base.     
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Due to reliability and safety, which comes first to consider/generate 
safe electricity, Sarkardeh et al. later distinguished free surface vortices into 
three essential categories according to the effect on the intake. The following 
classification was represented as following contents: Strongest type (Vortex 
A): Air bubbles extend from the water surface towards the intake. Due to the 
formation of a steady air-core at vortex midpoint, such vortex, which 
increases the air steady transmission to intake should be avoided. Stronger 
type (Vortex B): The vortex rotation extends downward so that it can pull 
debris together. Safest type accepted by researchers (Vortex C): It is related 
a slight dimple and the weak rotation. 

Theoretical Vortices’ Models 

A vortex is defined as the movement of a large number of material 
particles around a concentric point (Lugt 1983; Mulligan 2015). Also, 
Vortex flow is described in cylindrical coordinates at radial spot (r) from the 
rotation center. Here, Vθ, Vr, and Vz are defined the tangential, radial, and 
axial velocities, respectively.  In a basin structure of GWVPP without an 
impeller, a free-surface vortex creates fluid spin around a common center 
that coincides with an orifice at the basin structure base.     

Researchers have been working on physical models including 
mathematical equations to investigate the mechanisms under free-surface 
vortices. In vortex theory, a vortex consists of concentric circular flow lines 
around a point. At that point, the velocity is constant along any streamline 
whereas the velocity varies between streamlines. If there is no applied outer 
force to the system except gravity, the flow turns becoming irrotational 
formation (H. A. Einstein 1951). Therefore, the tangent velocity Vθ increases 
inversely proportional with the radius because of the angular momentum. 
This is accepted as the normalized form of the potential vortex model. M. K 
Domfeh et al. (Domfeh et al. 2020) summarized vortex models 
characteristics using the equations by various authors.  

Table 1 represents the vortex models according to the creation year 
below:
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Table 1. Analytic Vortex Models 
Sources Model Equations 
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When considering some of parameters used for analytic vortex models 
are Q is the discharge and d is the orifice diameter, α is the approach flow 
factor when v  is the strength of vortex. ω is vortex angular speed at center, 
r and rm are the radius and the radius when tangential velocity reaches 
maximum, respectively. v and ve are the kinematic and effective viscosity, 
respectively.   denotes the outer zone circulation, a is an axial gradient, k1 
is the proportionality factor. H, Hr, and Hr is the water head, the water 
surface head at r, the water surface elevation at the center, in that order. H  
is the depth unaffected by the air-core, R=r/rm is the dimensionless or 
normalized radius, h, h0, h1 refer to the air core depth (while R approaches 
infinity), the submergence depth, the total depth of air-core, z’=z/h1.  

Dimensionless Analysis 

In GWVPP theory, the flow and rotational strength are under authority 
with the circulation parameter ( ), which is also related with the approach 
flow geometry (Mulligan et al. 2019). Therefore, the circulation parameter 
must be correlated with the inlet width (b), the water depth (hin) and 
tangential velocity (Vθ) at the plant’s inlet via   inV Q b h  . In that way, 
vortex strength is found as the following expression below: 



Ahmet Teber102 .

in

in
v bh

Qr2
  (2) 

After some empirical studies, Mulligan et al. found that a simple 
relationship for the discharge between the dimensionless parameters under 
executive by:  

5
n

in

kQ gd
d

h







 
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 

 (3) 

Here, kα and nα are the supplementary experimental constraints. They are 
defined as 3 2k =-0.12 +0.79 -0.62 +0.36     and 2n =0.05 -0.39 -0.55   for 
1.3  6.22  . For the dimensional analysis, intake submergence is to play a 
role affecting the free-surface vortex formation. Studying the relationship 
between vortex formation and submergence at intake leads engineers to 
investigate boundaries for designs, where vortices would be harmful on the 
operation of the hydraulic structure or basin. Therefore, the term of critical 
submergence is defined as the depth (Domfeh et al. 2020), in which the 
vortex air-core is developed as a function of various variables such as the 
intake velocity (V), the intake diameter (D), the intake geometry’s measure 
(L),  , the acceleration due to gravity (g), the surface tension (σ), the 
dynamic water viscosity (µ), and the water density (  ). There exists a 
number of empirical and analytical formulas to evaluate critical 
submergence such as Gordon (Grant 1997), Hecker (Hecker 1987), and 
Knauss (Knauss J. 1987). The air-vortex, which is related variables above 
results in relative critical submergence (Src) as a function of /VD , /L D , 
the Froude number ( /rF V gD ), the Reynolds number ( /eR VD v ) , 
and Weber number (We=V(  D/ σ)1/2). Even though Fr is a prominent 
parameter for vortex intensity, researchers in fluid dynamics have been 
working on various equations for the relative critical submergence and other 
dimensionless parameters including Fr and Re.  

Water Vortex-Turbine Interaction 

Revised model  of tangential velocity was proposed to clarify stronger 
axial gradients near the core (Timilsina, Mulligan, and Bajracharya 2018): 

2

( ) 1
2 5

r
d

v hv r
r d  

        
 

 
(4) 

where tangential velocity is ( ) 2vv r r    in ideal condition. By 
substituting this equation from the radial momentum equation (in the Navier-
Stokes equations), pressure profile can be achieved by: 
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 
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The equations above can be primarily used for the estimation the 
velocity ranges near to the core when defining the maximum value of 
angular velocity to propose turbine component. When turbine impeller is 
mounted, the GWVPP system can behave quite strangely. A torque is 
produced via turbine shaft because of a load on a turbine generator. Then, 
momentum differences are occurred in the velocity field around the 
propeller. At zero conditions, the torque causes a reduction in the initial 
water level, which affects overall flow field. For example, reaction turbines 
are partially based on that feature resulting in head difference with a better 
performance and power output estimation. That effect can be measured using 
the equations on vortex models above. While the tangential velocity controls 
the flow field, the axial velocity signifies a large flow portion around the 
turbine. The flow can be predicted with continuity feature over the vortex 
core (or the orifice or turbine intake), which should not be ignored to get 
maximum efficiency taking into account the turbine shape.  

Viscosity Effects, Scale Effects and Surface Tension 

Viscous effects can be ignored at high Reynolds number according to 
the experiences of the most researchers (Gulliver 1983). However, the 
threshold level (or the highest RE value) can be contradict among different 
researchers. Anwar et al. completed two studies to observe Reynold number 
on weak vortex formation and a horizontal flume. The cut-point for the 
highest value of Reynold number by different researchers are listed in Table 
2.  

Table 2. Cut-point for the Highest Reynolds Number 

 

Zielinski and 
Villemonte (P.B. 
Zielinski , J.R. 
Villemonte 1968) 

Daggett and 
Keulegan (GH 
Keulegan 1974) 

Anwar(Anwar 2013; Anwar, 
Weller, and Amphlett 1978) 

Re 1x103 3.2x104 1x103  3x103  

Since the forces affect vortex characteristics scale differently, the 
forces of gravitational, viscous, and surface tension between the model and 
the prototype are need to be checked along similarity related to equality of 
inertial forces’ ratios. Due to the Reynolds number, it is difficult to 
accommodate Froude and Weber number scaling, simultaneously. Scaling is 
used with one of these parameters, assuming the inequality of the other force 
ratios are ignored.  

At intake, surface tension influences developing the free surface 
vortices. It is assumed by the researchers that surface tension is negligible 
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beyond certain limits. At the conditions of 3x103<Re<7x105, 
120<ρ(V2D/σ)<34000 for a cylindrical tank, and We>1.5x104 for horizontal 
and vertical intakes, σ can be negligible. Also, when the water surface is 
depressed considering significant value only at We<1.5x104. 

Theoretical Power Output 

In the GWVPP technology, water passes through the canal, goes into 
the basin structure tangentially, creating a strong vortex circulation. Then, 
velocity near the core rotates coaxially placed runner. The maximum power 
that can be obtained for any hydropower turbine is defined by: 

gQHP   (6) 

where Q is the flow rate and H is the gross head at the site. Based on 
reaction turbine principals, the maximum power output obtained on shaft is 
considered by itself (Williamson, Stark, and Booker 2014) as: 

)( 321 hhhHQgP v    (7) 

where v  is the vortex turbine’s efficiency, h1, h2  and h3 are the head loss 
across the radius, the head loss at the outlet, and the output kinetic energy, 
respectively. Therefore, it is crucial to create less head loss to generate 
higher efficiency of the turbine for a GWVPP. The shaft power output, 
(Pshaft_out) is utilized with the torque generated and the impeller angular 
velocity. Based on momentum principles, the torque produced can be 
calculated by means of a force generated on the impeller-water interface by 
estimating the difference between the blade velocity and the initial velocity 
near the core. Combined vortex models of Rankine, Odgaard or Vatistas et 
al. can also estimate the torque so that the turbine efficiency is dependent on 
the operational impeller velocity, which can be determined by:  

gH
rvv

P
P

P bout )( 1   
(8) 

SCOPE FOR GWVVP SYSTEM 

The main factors that are important for the scope installation and 
development of a GWVPP system are described in this section through 
optimized parameters that can be improved in terms of performance and 
efficiency of the system. 

Site selection is crucial to starting a GWVPP project from a social, 
environmental, economic and technical aspects. The choice of suitable sites 
can be done by using remote sensing and geographical information systems 
(GIS) using different method of multi-criteria decision making analysis 
(Vidhya and Sarvani 2018). For that purpose, usage of a weir, head, mass 
flow, flow rate, and elevation difference are determined. Technically, when a 
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candidate site for GWVPP development is examined, estimation of river 
flow and water head must be predictable as two factors.  There are different 
types of methods to estimate river flow, as known site discharge and 
streamflow, using a variety of factors including the type of flow system, 
expected range of flow rates, the configuration of a site, overall cost. The 
classification of common flow measurement methods in Table 3 is 
represented. According to the specifications of the methods and water 
condition (using a separated canal), we concluded that site discharge 
methods can be more appropriate to measure river flow for a GWVPP 
project. 

Table 3. Common Flow Measurement Methods (Michaud and Wierenga 
2005) 

 Site Discharge Methods  Stream Flow Methods 

No Method 
Name Equipment Needed Method 

Name 
Equipment 

Needed 

1 Bucket&St
opwatch 

A container to fill of 
known volume Using Stream 

Gage Data 

Flow monitoring 
sites (gage sites) 

Timer (Stopwatch) 
Receiving water 
flow statistics & 
the term of 7Q10 

2 Float 
Method 

Measuring Tape 

Float Method 

Measuring Tape 

Markers (Flags, 
cones, etc.) 

Markers  
(Flags, cones, etc.) 

Timer (Stopwatch) Timer (Stopwatch) 

Float (a plastic bottle 
half filled with water) 

Float (a plastic 
bottle half filled 

with water) 

3 

Meter (For 
Wadeable 
streams 

and Non-
Wadeable 
streams) 

Flow Meter (Measure 
both velocity and 

depth) Meter (For 
Wadeable 

Streams and 
Non-

Wadeable 
Streams) 

Flow Meter 
(Measure both 

velocity and depth) 

Top setting rod (if 
available) or 

measuring stick 

Top setting rod (if 
available) or 

measuring stick 

Waders or boots Measuring tape or 
ruler 

4 Manning’s 
Equation 

Measuring tape or 
ruler 

  

Due to the complexity in GWVPP design, technical parameters, which 
are the most challenging aspects of the technology are identified and 
summarized in Table 4. These parameters and their combinations lead 
readers to investigate different combinations to investigate the efficiency and 
performance of an entire GWVPP system.  
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Since there have been studies focusing on turbines and their 
developments in the last decade, the parameters used in chapter related to the 
efficiency of a single turbine and the other parameters corresponding to these 
parameters are represented here separately. Taking these parameters into 
consideration, it is also emphasized that how various and newer correlations 
can be established among these parameters.   

 

Table 4. The Key Factors Influencing a GWVPP System (Afgan, Carvalho, 
and Hovanov 2000; Bakiş and Demirbaş 2004; Balat 2007; Kaygusuz 2009; 
Kentel and Alp 2013; Klimpt et al. 2002; Lalitha 2013; Sarkar and Karagöz 

1995; Scannapieco, Naddeo, and Belgiorno 2014). 
Schedule Technical Social  Environmen

tal 
Economical  

 

 

Key 
factors in 
General 

Efficiency and Performance 
Related Factors including Geometry, 

Turbine and others 

   

Site 
Select
ion 

Weir 
Usage 

Feasibility Inlet width, height, length, notch angle, 
width, & water velocity  

Job 
creation, 

Fish 
migration, 

Efficiency 

Head 
(m) 

Flexibility An angle of inlet passage and Geometric 
factor (α) 

Capital 
produced 

CO2 emission Affordable 
power 

 

Mass 
flow 

Availabilit
y 

Basin shape, diameter, height, and cone 
(inclination) angle 

Public 
participatio
n 

Species 
extinction 

Unit 
electricity 
cost 

 

Flow 
velocit
y 

Accesibilit
y 

Outlet Shape (Flat, cylinder, and cone), 
diameter and length 

Visual 
impact 

Landslides 
and land use 

Project cost, 
IRR, NPV 

 

Flow 
rate 

Constructi
on 

Blade position, Runner Position and 
Submergence 

Shared 
benefits 

Hydrologic 
regime, 

Unit price of 
energy 

  

Performan
ce 

Shape of propeller (flat, twisted, curved, 
and cross-flow) 

Displacem
ent Water quality 

Operation 
costs 

  

Productivit
y 

Rotors diameters ratio and radius of 
curvature 

Drought 
protection 

Topographic
al condition 

Levelized 
cost of 
electricity 

  

Demand 
Response 

Shaft position arrangement for multi-
stage propellers 

Safety and 
social 
conflict 

Fishery 
Proven 
technology 

  

Developme
nt period 

Blade number, size, and Length of chord 
Water 
resource 
issues 

Climate 
benefits 

Impact on 
local 
economy 

  
Head Booster runner w/main runner Legal 

obstacle 
Aquatic 
habitat 

Investment 
per unit 
power 

  

Flow, Flow 
pattern 

Blade height, Inlet and outlet blade 
angle 

Innovative 
ability 

Flow pattern 
Capital & 
maintenance 
cost 
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Installed 
capacity 

Baffle Plates attaching main blades Functional 
Impact 

Habitat loss, 
land use 

Resource 
availability 

  

Capacity 
factor 

Impact & taper angles and Turbine 
weight 

Accesibilit
y 

Sedimentatio
n, 

Incentives, 

  
Discharge Diameter, Number, of intensifier 

nozzles 
Impact on 
locals 

Protected 
areas, 

Annual 
benefit 

  

Turbine 
Efficiencie
s 

Blade shape & Configurations 

(Flat, twisted, curved and cross-flow) 

Irrigation, 
fishing 

Environment
al flow 

Payback 
period 

  

System 
Efficiencie
s 

Turbine materials 

(Al, Steel, Acrylonilite Butadiene 
Styrene (ABS)) 

Employme
nt 
opportuniti
es 

Natural flow 
disruption 

Regional 
development 

  

Technical 
limitations 

Related parameters of Turbine break 
force (F) 

Public 
perception 

River bank 
collapse 

Capital & 
operating cost 

  

Sensitivity 
Analysis 

Caviation on Turbines based on 
temperature, suction head and flow 
velocity 

Public 
acceptance 

Hydrological 
condition 

Installation 
cost per kWh 

  
 Hydraulic loss parameters  

Irrigation, 
heritage 
sites 

Hydrological 
risks, 

Construction 
cost 

  
 Velocity triangles of turbine  

Human 
Health 
concerns 

Deforestation 
Cost per 
KWh 

   
Vortex height Living 

standards 
Dust and 
noise 

Investment 
costs 

   

Rate of flow coefficient based on Fr, Re, 
We 

Flood 
protection 

Temperature 
IRR 
compensation 
fees 

   
Load (kg), Force (N), Torque (N.m) Land use, Sedimentatio

n 
 

   

Rotational Speed (rpm) Angular 
velocity 

Infrastructu
re 

Erosion, soil 
fertility 
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The International Association for Hydro-Environment Engineering 
and Research (IAHR) (Spain water and IWHR C. 2020) recognizes that 
social impacts are important in hydropower evaluation. Rehabilitation of 
local public, reluctant resettlement, and potential conflict, as well as 
enhancing cases of water-based diseases are main factors in discussion. The 
benefits of reported GWVPP development often include employment, public 
acceptance and perception, investment, fish migration, irrigation, etc. 

The environmental parameters generally related to water quality, 
flooding, fish migration, bio-diversity loss, land use, and sedimentation. 
Increased water temperature, low dissolved oxygen, loss of soil fertility, and 
erosion are other mentioned parameters in the literature. In studies that focus 
solely on hydropower systems such as GWVPP, emissions prevention is less 
often cited as an environmental advantage. Fisheries impact, environmental 
visuality, and other type of emissions (as methane) are also rarely studied.  

Economic parameters associated with GWVPP development have 
received less attention while technical, social, and environmental issues are 
relatively discussed in detail at the accessible literature. 

DESIGN HIGHLIGHTS 

General concepts for a GWVPP research are provided. Water vortex 
hydroelectric theory is described here as a general power generation down to 
power output, including the classification of vortices, water-turbine 
interaction, scale effects, surface tension and viscous effects. In addition, it is 
urgent to establish an appropriate institutional framework for operating a 
customer and environmental-friendly GWVPP units. Since a GWVPP 
system is placed in rural areas, project development and completion 
processes should be prepared, taking into account state-sourced investments 
and loans. It was emphasized that the development and completion processes 
of the project should be completed as legal institutional structures.  

The highlights selected regarding the geometry and turbine are 
summarized as follows: 

 Reasonable correlations among the technical, social, economic 
and environmental parameters should be established in a way that 
positively affect the efficiency and performance of the entire 
system or turbine. For example, the optimized conical basin 
structure can be more efficient than cylindrical basin alone or 
conical basin.  

 The vortex height and the achievement of symmetrical vortices 
contribute significantly to a GWVPP performance. In addition, 
the correlation between blade submergence and vortex height, 
rotation speed, torque, brake power and mechanical efficiency 
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have been identified as important factors determining GWVPP 
performance and layout. 

 The performance of GWVPP system can be increased by 
supporting multi-stage turbine configurations.  

 Higher angle of orifice may increase power output. 
 The number and the distance of blades, as well as baffle plates 

mounted on the main turbine blades are effective in capturing 
right amount of water and producing higher torque. 

 Using alternative materials with fixed size and blades numbers 
can increase the system efficiency to make lightweight turbines.  

 Although higher speed is better to generate power, the tank 
losses, friction losses of a tank or runner can cause extra losses 
with high speed in water turbine. 

The highlights selected regarding numerical related studies are summarized 

as follows: 

 For GWVPP projects, Reynold, Froude, and Weber numbers are 
important parameters according to momentum versus viscosity, 
momentum versus gravity, kinetic energy versus surface tension 
relations, respectively.  

 Mathematical models describe water flow properties. The flow 
coefficient rate is relying on Froude’s, Reynolds’, and Weber’s 
numbers, whereas it did not exhibit any dependency for Fr ≥ 2.5, 
Re > 3.104 and We >250.  

 The circulation fields and the tangential velocity can be found at 
various sub-surface depths using particle tracking techniques.  

 Cavitation depends on flow rate, suction head, atmospheric 
pressure, temperature, gas content in the liquid, and turbine 
operating hours. Therefore, cavitation must be estimated using a 
fixed water speed. 

The highlights selected regarding the social, environmental, and economic 

are summarized as follows: 

 The cost analysis should be made by dividing into sub-categories 
such as transportation, equipment, construction. During the life of 
the plant, the O&M costs are determined and their costs should 
be re-covered. 

 For a system with fish-friendly properties, the volumetric flow 
must be kept constant.  

 Quantitative data should be produced for mechanisms that cause 
damage. Thus, turbine designers can design more advanced fish-
friendly turbines improving performance criterion.  
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GENERAL APPROACH FOR COMPUTATIONAL FLUID 
DYNAMİCS MODELİNG 

Experience is really matters when developing Computational Fluid 
Dynamics (CFD) models. It is because in the real world there exist a lot of 
problems that come up and we need to know how to solve them efficiently 
and quickly. Let’s get into some practical solutions and tips for how we 
actually can do modeling. Some of skills which is covered here are: (i) 
Modeling approach and basic modeling, (ii) Access convergence, (iii) 
Turbulence, (iii) Volume of Fluid, (iv) Time variation, and (v) Mesh 
deformation. 

For a roadmap, we need to have a basic roadmap of how a CFD 
project is going to be to move forward and anticipating how that will affect 
the project.  

It is a need to be planning and understanding how that will affect next 
steps, which are very essential to CFD. Characterizing a problem should be 
the first step to understand which type of a problem are we dealing with (Is it 
slow flow? Is it fast flow? Is it a simple or complicated problem? Are there 
lots of interacting equations? so on).  The major tools, which is used for 
characterization are non-dimensional coefficients such as Reynold, Froude, 
and Courant numbers. Also, a skecth path is required to characterize how the 
flow patterns look like. All of these items provide an idea of where the areas 
of complicated flow and a mesh refinement are obtained. In that way, 
meshing strategy has informed estimating first guess for meshing. Then, 
additional refinement may be needed depending on the results, which is the 
iterative process. Therefore, it is better to begin with the possible simplest 
initial setup without any problems. Designers should be able to identify any 
problems quickly during the process. Once they have identified problems 
and created a working solution adding complexity, turbulence, and extra 
equations, they ensure to execute the project with a stable simulation before 
adding extra complexity. Therefore, the best way is to proceed step by step.  

Let’s begin with a geometry for a CFD simulation as a basic process. 
The geometry set up as whole simulation geometry to create the domain 
defined. Then, diagnostic runs can be proceeded running the results, which 
are looked for. Here, basic modeling strategies are mentioned:  

Domain size: Ask questions, which are “how big your geometry to create 
fluid domain”, “boundaries are far enoguh away for a predictable flow”, 
“boundaries are predictable to be dictated”, and much farther than the flow 
patterns show”. If it is not ensured about the domain size, one thing, which is 
a simple test case picking some distances for the boundaries, positions, etc. 
can be made. Then the process flows using different boundaries or positions 
when running two comparisons and checking out whether they have any 
difference. It is recommended to check pressure changes on the body instead 
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of flow patterns. If a big change is obtained or there exists a doubt, then 
boundaries further out applied ones should be picked.  

Physics: A software has quite a few different options, which set different 
values picked. In general, there exist four major categories of physical 
boundary conditions, which can be applied on all of physical solid objects. 
Skin friction where the fluid cannot actually pass through the wall typically. 
If the object is actually moving relative to the flow, a velocity at the wall, 
which is another effect to be considered. Velocity inlet conditions where 
specifying a vector velocity, pressure, which is allowed to be freely 
calculated at that condition, including pressure inlet/outlet conditions are 
other parameters for considereation. Inlet and outlet cases are pressed 
speciying the static pressure, not the stagnation pressure so that the velocity 
is allowed to freely vary in those cases. Later, all the gradients are set to zero 
obtaining symmetry conditions. Every CFD simulation including at least one 
boundary condition for velocity and one boundary condition for pressure 
have these two variables (velocity and pressure), which are coupled in the 
equations used. If a boundary condition for one of them (the other one is 
unconstrained) is specified, that leads problems for the solution. Specifying 
boundary conditions for both velocity and pressure in a simulation is 
required.  

 
Figure 3. CFD Modeling Approach 

An Example of CFD Application for GWVPP 

Using Ansys Fluent 2019 R3 academic version as a CFD tool, this 
example is to design of a basin structure mounting an upstream rectangular 
canal, an orifice, which is able to form a gravitational vortex stream. Here, 
the formation of a water vortex flow formed by gravity is under focus as an 
example of a GWVPP. The governing equations are Navier-Stokes 
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equations. The finite volume method is employed to discretize the governing 
equations, while the SIMPLE method is adopted to solve the discretized 
equations. For an incompressible, isothermal Newtonian flow (density(ρ) 
and viscosity (µ) are constant), with a velocity field ( , , )r zV V V V , 
incompressible continuity equation is shown as flows: 

( )1 1 0r zVrV V
r r r z




 

  
  

 (9) 

and Navier-Stokes equations in the cylindrical coordinates are shown as 
flows: 

2

2 2

2 2 2 2 2
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r r r r
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V VV V V VV V
t r r r z

VV V V VP g r
r r r r r r r z
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




 
 

    
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                     
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(12) 

The CFD is a technique, which is used computer programs and high 
performance computers. Thus, a large number of calculations per unit of 
time can be performed, thereby reducing time and design costs in analysis, 
and obtaining results based on the accuracy of the established assumptions, 
estimates and idealizations (Wilson et al. 2019). 

Methodology and Simulation 

Geometry of solid model was created including an upstream canal, a 
cylindrical basin structure, and an orifice using Ansys design model of 
Workbench R3 in Ansys Fluent R3 academic version (Ansys 2020). The 
length (l), width (w), and height (h) of the upstream canal are 0.5m, 8cm, and 
8cm, respectively. None of any notch angle was applied between the 
upstream canal and the basin so that the upstream canal was tangentially 
mounted to upper side of the basin. The basin structure was generated with 
1m long upper diameter and 31cm long height with an orifice including 
20cm height and 10cm diameter at the center of bottom side. Solid model is 
created using Ansys Fluent workbench academic version in the module of 
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“the Design Modeler” (Ansys 2020). The material for a GWVPP system is 
chosen Aluminum (al) with its properties, which are shown in Table 5. 

Table 5. Mechanical Properties of Aluminium 
No Property Value Unit 
1 Density 2719 kg/m3 
2 Cp (Specific Heat) 871 j/kg-k 

3 Thermal 
Conductiviy 202.4 w/m-k 

The solid model geometry depending on the dimensions mentioned 
above is designed and shown in Figure 4. 

 

 
Figure 4. Solid Model Geometry  

For meshing the geometry, it needs to be determined by some criteria 
to verify that the mesh is done correctly, these are the parameters that 
ANSYS Fluent recommends to obtain an adequate solution of the system. A 
mesh method within the reliable values were carried out via CFD Physics 
preference and Fluent solver preference including element size of 5e-002m, 
max size of 5e-002m resulting from 10949 nodes and 35537 elements. 

ANSYS is used to define preprocessing simulation parameters so that 
the whole system with the initial parameters can be provided by the software 
when starting up. A faster convergence can be achieved by replacing these 
parameters with those that most closely match the reality. The governing 
equations for this GWVPP application are the Navier-Stokes equations so 
that the “coupled method” was approved solving the discretized equations. It 
is well known that the pressure-based solver is used to solve flow problems 
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in either a separated or coupled method.  There exist some advantages over 
the non-coupled approach when using the coupled one. The coupled 
structure including pressure-velocity coupling acquires a healthy and 
efficient single-phase implementation for steady-state flows with better 
performance compared to the separated solution structures. Using the 
coupled method is relatively required when the mesh quality is weak. The 
coupled method creates a solution including the momentum and pressure-
based continuity equations together. 

The details of the meshing properties and meshing appearance are 
shown in Figure 5 and Figure 6, respectively.  

 
Figure 5. Meshing Properties 
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Figure 6. Mesh (with Inlet and Outlet Configurations) 

Steady time option, the pressure-based solver, and absolute velocity 
formulation were activated for this application. Also, fluid time scale was set 
up automatic as a time step method with time scale factor was 1 where the 
length scale method was conservative with zero verbosity. Finally, the 
iteration number was entered 600. In this simulation, there exists an 
interaction between water and air so that two types of materials as water and 
air were created as requirements. The reference pressure was placed in the 
model domain, which is equal to atmospheric pressure.  

Under the models, energy was turned on when the realizable viscous 
model was k-epsilon (2 eqn) with an option activated scalable wall 
functions. Inlet velocity magnitude was entered 0.4 m/s with the thermal 
temperature of 353 Kelvin. After initialization was done, calculation was run 
to observe the residuals for continuity, velocities (x, y, z), energy, k, and 
epsilon. The solution was converged at the end of the 497 iterations (Figure 
7).  
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Figure 7. Scaled Iterations 

 CFD solvers use an iterative process to solve equations so that 
convergence should be judged and refine the initial guess. It means that CFD 
operator needs to be decide when the process is done. For that approach, the 
residuals plot is primary tool but it is not the only tool to build up a 
preponderance of evidence. In the process of judging convergence, the other 
things are to create monitors and checking flow patterns of the scaled 
residuals whether or not the scaled residuals are converged. Some reminders 
are required regarding residuals whether the scaled residuals are converged. 
Depending on these parameters, the answers of some questions for equation 
solutions should be sought according to the convergence results: Is the 
meshing done correctly? Do we have any wrong input parameters? Is there 
any small changes in residuals levels and fluctuations?  

In this way, it is necessary to look for monitored values and trying to 
understand whether real-world physical values are reliable. In short, it is 
checked whether a stable convergence has been obtained. If troubles such as 
no good stable lines are appeared in the scaled residuals: 

 If only one equation was a problem, the need is to find out the 
trouble spot in mesh such as poor mesh cell, quality, and 
resolution 

 If bad residuals are constantly occured, the need is to check 
momentum and fraction equations trying to change the order of 
interpolation such as first order in terms of second order. 
However, changing the order of interpolation is not 
recommended for the momentum equation.  

 If the scaled residuals are oscillating but not converging, then the 
need is to reduce relaxation factor for momentum and fraction 
equations. 
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Later, the velocity, the pressure in a selected plane, and the pressure at 
the solid wall view are plotted using the results option in Ansys Fluent 
(Figure 8). Each process of the simulation for a GWVPP is shown in Figure 
9. 

 
Figure 8. Simulated (a-b) Velocity View, (c-d) Pressure View, (e-f) Pressure 

at the Solid Wall View 

Finally, Ansys Fluent methodology is shown step-by-step in Figure 9. 

 

(d)(c)

(b)(a)

(e) (f)
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Figure 9. Methodology for CFD 

CONCLUSION 

GWVPP technology is an innovative and environmental-friendly 
hydroelectric technology under the river-type electricity generation class. 
The technology has wider range of benefits including social, environmental 
and economic aspects, which are provided in this study. This chapter for the 
gravitational water vortex power plant (GWVPP) is demonstrated providing 
the definition, fundamentals, scope and design highlights, and general 
approach of CFD modeling with an application by using Ansys Fluent R3 
version.  
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1.	 Introduction 

Vermiculite is a micaceous natural mineral which belongs to the group 
of phyllosilicate materials. Since vermiculite is formed underground, its 
structure mostly depends on the geological conditions. South Africa, 
China, and the United States are the leaders of the vermiculite production 
in the world. Vermiculite can be expanded to 20 or 30 times when 
compared with their original size and various exfoliation methods can be 
used including thermal, chemical and microwave. As shown in Fig. 1, after 
the exfoliation process, it expands and turns into a curved, accordion like 
(worm-like) shape. The exfoliation is caused by the evaporation of the 
water that are found between the layers of the vermiculite. The expanded 
vermiculite (EV) has distinctive properties such as porous structure, low 
thermal conductivity, and resistance to the high temperature.  In addition 
to aforementioned properties, the vermiculite has a good ion exchange 
performance that is important in terms of removing undesired species from 
water (Aristov, Restuccia, Tokarev, Buerger, & Freni, 2000; Bar-Tal, Saha, 
Raviv, & Tuller, 2019; Bush, 2001; de la Calle, 1988; Feng et al., 2020; 
Malamis & Katsou, 2013; Motokawa et al., 2014; Schulze, 2005; Suvorov 
& Skurikhin, 2003; Marta Valášková, Martynkova, & application, 2012; 
Wang & Wang, 2019). 

Figure 1. Schematical representation of expanded vermiculite production 
process

2.	 Structural and Physical Properties of Vermiculite

Vermiculite is a member of phyllosilicate material or sheet silicates. As 
shown in Fig. 2, vermiculite is a 2:1 type layered aluminosilicate mineral, 
consisting of octahedral layer between two tetrahedral layers. 

The general formula for the vermiculite is A4(B2-3)O10(OH)2C•nH2O 
(A: Si, Al; B: Mg2+, Fe2+, Fe3+, Al3+; C: Mg2+, Ca2+, Ba2+, Na+, K+). A, B and 
C represents octahedral sites, tetrahedral sites and exchangeable cations 
located in the interlayer space, respectively. 
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Tetrahedral layer

Octahedral layer

Interlayer

Figure 2. Crystal structure of vermiculite

Different varieties of vermiculites can be found in the nature including 
macroscopic vermiculite and vermiculite clays. The vermiculites are 
generally in brown color with bronze appearance. Actually, the color is 
based on the amount of the components.  Depending on type and ratio of 
the components, color change from black to dark brown and even to green, 
yellow and yellowish-brown. The differences between the compositions 
of minerals affect not only the color but also some other properties.  The 
common properties of vermiculite and expanded vermiculite can be seen 
from Table 1 also optical images of expanded vermiculite are given in Fig. 3.   

Figure 3. Optical images of expanded vermiculite a) before and b) after grinding
Table 1. Some properties of vermiculite and expanded vermiculite

Property Vermiculite Expanded Vermiculite

Color

Golden-yellow
Light to dark brown
Silver-gold (Karatas, Benli, 
& Toprak, 2019; Suvorov & 
Skurikhin, 2003)

Silver to gold (de la Calle, 
1988; Gencel et al., 2014)

Shape
Layered structure, particle (Bar-Tal 
et al., 2019; Liu, Feng, Mo, Su, & 
Fu, 2020)

Accordion shaped granule 
(de la Calle, 1988; Gencel 
et al., 2014)
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Density (g 
cm-3)

2.0-2.9 (Duman & Tunç, 2008; 
Suvorov & Skurikhin, 2003)

0.06-0.9 (Bar-Tal et al., 
2019; de la Calle, 1988; 
Gellert, 2010)

Specific 
surface area 
(m2 g-1)

7.8 (Duman & Tunç, 2008)

4.5-9.8 (Duman & Tunç, 
2008; Shoukry, Kotkata, 
Abo-El-Enein, Morsy, & 
Shebl, 2016)

Thermal 
conductivity 
(W (m K)-1)

0.0633-0.0738 (Low, 1984)

Melting 
point (°C)

1200-1320 (Chung, Jeong, & Kim, 
2015; Karatas et al., 2019)

1240 – 1430 (Suvorov & 
Skurikhin, 2003)

Specific 
heat (kJ (kg 
K)-1)

0.84–1.08 (Chung et al., 2015) 0.8-1.08 (Karatas et al., 
2019)

pH 6.0-9.0 (Chung et al., 2015; 
Karatas et al., 2019)

6.1-8.1 (Bar-Tal et al., 
2019; Gencel et al., 2014; 
Papadopoulos, Bar-Tal, 
Silber, Saha, & Raviv, 
2008)

Since vermiculite has unique properties, the material can be used in 
different applications from oil adsorption to water treatment and from 
sound insulation to thermal insulation. Since vermiculite is in particle or 
powder form, it needs to be mixed with some binding materials for giving a 
solid 3D shape. Vermiculite can be incorporated into the polymers not only 
to functionalize the polymer and but also to improve its properties. The 
resultant product can be classified as thermoplastic, thermoset, elastomer-
based composites in various forms such as film, sheet, foam or gel.

3.	 Vermiculite Filled Polymer Composites

Composites are systems that are basically formed by combining at least 
two different materials to improve the desired properties of raw materials. 
Recent developments in technology and increasing requirements of modern 
life force producers to design more functional and high-performance 
composites. As known, a composite basically consists of a matrix and 
a filler material. Due to the distinct characteristics such as lightness, 
easily processable and low cost, polymers can be used as the matrix in 
the composites. Since polymeric composites offer many advantages, they 
are dominating the composite industry and they are used in many fields 
such as automotive industry, aerospace industry, medical industry, etc. 
Fibers, additives, and minerals can be used as filler materials. Minerals are 
widely preferred in polymer composites. Minerals are inorganic materials 
occurring naturally in earth.  Therefore, using natural materials such as 
vermiculite, perlite, or bentonite as a filler in a polymer matrix provides 
ecological sustainability to petroleum-based materials such as polyolefins.  
In addition to that vermiculite improves the thermal and sound insulation 
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properties, oil and water absorbency, flame retardancy, and gas barrier 
behavior of the composites. 

Vermiculite can be used in polymer composites in various forms 
including expanded, pristine-unexpanded, intercalated, organomodified 
and in various size from micro to nanometer. 

As shown in Fig. 4, vermiculite can be organically modified or 
intercalated by various chemicals. As reported by Isci, anionic surfactants 
was more effective intercalants compared to cationic and nonionic 
surfactants in order to get intercalated vermiculite (Isci, 2017).   

Figure 4. Schematic representation of intercalated vermiculite production routes

3.1. Vermiculite Filled Thermoplastic Composites

Thermoplastics are polymers that can be processed by melting. 
Vermiculite filled thermoplastic polymer composites can be produced 
by using a wide variety of polymers. In the literature, most common 
thermoplastics are polystyrene (PS) (Koksal, Mutluay, & Gencel, 2020), 
polyvinyl alcohol (PVA) (Kim et al., 2018), polyethylene (PE) (Hundáková 
et al., 2015; Tjong & Bao, 2005; Tjong & Meng, 2003b; Marta Valášková et 
al., 2013), low-density polyethylene (LDPE)(Marta Valášková et al., 2013), 
polypropylene (PP) (Chen et al., 2013; Elaine, Leila, & Elen, 2009; Gomes, 
Visconte, & Pacheco, 2008, 2009; Tjong & Meng, 2003a; Valášková et al., 
2009), polyamide (PA) (Macheca, Focke, Kaci, Panampilly, & Androsch, 
2018), thermoplastic starch (TPS) (Lu, Zhang, Liu, Li, & Xin, 2012), and 
their copolymers or blends (Tjong, Meng, & Xu, 2002).

Gomes et al. dispersed maleated-PP into vermiculite/PP blend by 
using a twin-screw extruder in order to investigate the effects of filler on 
mechanical properties. They found that mechanical properties improved 
by 3–5 wt% vermiculite addition, but that improvement was not as good as 
expected (Gomes et al., 2008). In order to overcome this issue, Gomes et 
al. also produced PP/vermiculite composite by using organically modified 
vermiculite (OMV) to improve thermal properties of PP. Although, 
crystallinity of the composite increased by incorporation of small amount 
of OMV, thermal stability of the composites improved significantly(Gomes 
et al., 2009). 
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Chen et al. produced PP/OMV composite to improve flame retardancy 
of composite. They found that limiting oxygen index (LOI) value increased 
from 30.7% to 32.9% with 1 wt% OMV addition into the composite (Chen 
et al., 2013). 

In order to understand mixing behavior of OMV in the polymer matrix, 
Valášková et al. prepared three different maleated-PP/OMV nanocomposites 
by using three different procedures including low-temperature melt 
intercalation of OMV, mechanical exfoliation of OMV by jet-milling, and 
chemical exfoliation of OMV. They found that homogeneous distribution 
and better exfoliation of OMV in the composite was observed by using 
jet milled OMV and slower mixing speed (M. Valášková et al., 2009). 
Tjong and Bao investigated the effects of OMV addition on crystallization 
kinetics of PE composite. They found that exfoliated vermiculite layers 
acted as effective nucleation sites for the secondary nucleus of the 
nanocomposites during crystallization (Tjong & Bao, 2005). In order to 
understand thermomechanical properties of composites, Tjong and Meng 
prepared PE/OVM nanocomposite by direct melt compounding in a twin-
screw extruder and injection molding. According to their results, 50% 
increment in storage modulus was achieved with 4 wt% OMV addition 
into PE (Tjong & Meng, 2003b).  

In another study, Hundáková et al. conducted research about the 
antibacterial properties of PE/OMV composites. Vermiculite was modified 
by a simple cation exchanging process with hexadecyltrimethylammonium 
(HDTMA+) bromide at three concentrations and used as OMV nanofillers in 
PE matrix. The composites were prepared by melt compounding technique. 
As reported in the study, PE chains diffused into the gaps between layers of 
OMV caused by alkyl tails of HDTMA+ molecules. This was assumed to be 
caused by formation of a non-polar, water-free area in the structure. Also, 
the antibacterial activity tests were performed to approve the productivity 
of the OMV/PE composites. The test was carried out on Gram-positive 
(G+) (Staphylococcusaureus, Enterococcus faecalis) and Gram-negative 
(G-) (Escherichia coli) bacterial strains. The positively charged ammonium 
groups reacted with anionic groups on the cell surface of the bacterium. 
This reaction reported to affect the permeability of the cell membranes 
of bacteria and cause the loss of intracellular components and dead of 
microorganism. The dissimilarity between the cellular structures of two 
bacterial groups G+ and G- was given as the reason of differences between 
the sensitivities of G+ and G- bacteria against the prepared composite 
samples. The composites including the higher quantity of HDTMA+ were 
found more effective against bacterial colonies (Hundáková et al., 2015).

In another study, Valášková et al. fabricated and characterized 
vermiculite/LDPE composites, by using two different types of vermiculite 
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(ball-milled and jet-milled). Smaller particle size and narrow particle 
size distributions were obtained by jet-milling for vermiculite. Smaller 
crystallite size was found for compression molded jet-milled vermiculite/
LDPE composites (Marta Valášková et al., 2013).

Lu et al. carried out a study about vermiculite reinforced thermoplastic 
starch via the solution-casting process. The vermiculite was used to 
increase the mechanical properties of thermoplastic starch. Urea was used 
as a plasticizer for the composites. The vermiculite/starch composites 
showed better mechanical properties than pure starch. The elongation at 
break values were decreased with incorporation of vermiculite particles to 
the composites that were assumed to be caused by increased rigidity (Lu 
et al., 2012).

Fernández et al. prepared PLLA/OMV nanocomposites by melt 
compounding. They found that OMV addition accelerated the thermo-
mechanic oxidation of PLLA and molecular weight of PLLA decreased 
during melt compounding (Fernández, Fernández, & Aranburu, 2013).

Tjong et al. prepared PA6/PP/OMV ternary nanocomposite by melt 
compounding followed by injection molding. They reported that thermal 
properties of PA6 improved with PP/OMV addition (Tjong et al., 2002). 

Macheca et al. prepared PA11/EV bio-nanocomposite by melt 
compounding. 10 wt% addition of EV improved mechanical properties 
and fire retardancy of composite (Macheca et al., 2018). 

Xu et al. have reported the direct melt intercalation of polypropylene 
carbonate (PPC) into OMV by direct melt compounding. The mechanical 
properties of PPC/OMV nanocomposites i.e. the strain at break and the 
yield strength were reduced dramatically with a higher amount of OMV 
loading (Xu, Li, Xu, Li, & Meng, 2005).

In order to understand the barrier properties of vermiculite, Essabti 
et al. prepared chitosan/vermiculite coating onto corona treated PET film 
by bar coating technique. They have reported that helium and oxygen 
permeability of composite decreased with increased amount of vermiculite 
addition (Essabti et al., 2018).

Kim et al. coated PVA/OMV nanocomposite onto multilayered LDPE 
packaging film for understanding the oxygen barrier property against high 
moisture content. They found that oxygen barrier properties significantly 
affected by relative humidity (RH%). When RH% increased more than 
50%, oxygen transmission rate increased exponentially (Kim et al., 2018). 
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3.2. Vermiculite Filled Thermoset Composites

Thermosets are polymers that are irreversibly cured from prepolymers 
or resins. Thermoset polymer composites are produced by using a wide 
variety of polymers. In the literature, most common thermosets are 
polyglycerol (PG) resin, phenolic resin, and urea formaldehyde (Fig. 5).

Figure 5. Chemical structures of various thermoset polymers 

Medeiros et al. modified exfoliated vermiculite by polymerization and 
carbonization of glycerol to improve oil removal efficiency. Small amounts 
of carbon were formed around 300–400 °C. When the temperature was 
increased, porous carbon was formed by the decomposition of PG. They 
found that oil absorbency was increased from 0.8-1.2 goil/gEV to 4–5 goil/
gEV with increasing carbonizaton temperature from 380 °C to 750 °C (de 
Araújo Medeiros, Sansiviero, Araújo, & Lago, 2009).

You et al. produced epoxy/OMV nanocomposite by in situ melt blending 
of bisphenol A epoxy resin in the presence of amino modified vermiculite. 
They found that the affinity between epoxy and OMV was good and OMV 
was easily intercalated by epoxy (You, Yang, Tsai, Wu, & Su, 2016). In 
another study, Mittal produced epoxy/OMV nanocomposites by solution 
casting for gas barrier applications. They found that incorporation of OMV 
into epoxy matrix improved oxygen barrier properties, also water barrier 
properties of composites could be improved significantly by grafting of 
large alkyl chains onto vermiculite layers (Mittal, 2008).

Křı́stková et al., prepared composite samples by thermal curing of 
Mg-vermiculite (Mg-V), phenolic resin, and fine pulverized Al2O3 mixture. 
They found that porosity and crack density decreased with the increment 
in phenolic resin ratio in the composite. Also, better encapsulation of 
vermiculite particles in the phenolic matrix was observed for lower 
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phenolic resin amounts. (Křı́stková, Weiss, & Filip, 2004).

Machado et al. studied about polymer coated EV–iron composites 
as floatable magnetic adsorbents for water spilled contaminants. In their 
study, they have used vermiculite-iron based materials coated by epoxy 
resin and PS and characterized magnetic, morphological, thermal and 
structural properties of composites.  Since, hydrophobicity increases oil 
removal capacity of composite systems. PS and epoxy were chosen for 
their hydrophobic and good adhesion behavior, respectively.  When the 
polymer ratio was increased, the gaps between exfoliated vermiculite 
layers were filled by the polymeric material. The oil absorption capacity of 
the polymer coated hydrophobized composites was found approximately 
2.3 goil/gcomposite for the Fe0.1/EV/0.1 epoxy (Machado et al., 2006). 

3.3. Vermiculite Filled Elastomer Composites

Elastomers are flexible, elastic polymers. They can be stretched-
deformed at various levels and they turn back to their original size 
easily. Their properties can be tunes by many factors including type of 
elastomer and cross-linking density. Vermiculite can also be compounded 
with elastomers. Zhang et al. produced natural rubber (NR)/OMV 
nanocomposites by combination of melt mixing and vulcanization. They 
found that OMV incorporation into NR improved the mechanical properties 
(Zhang, Liu, Han, Guo, & Wu, 2009). In addition to NR, PU is also used 
in many areas including foams, coatings, adhesives, etc. The properties 
of PU such as flexibility or rigidity significantly based on the type of 
polyols and amount of isocyanate used in the polymerization process. 
Qian et al. conducted research about the synthesis and properties of EV/
PU nanocomposites. According to their findings, rheological behavior of 
EV/PU nanocomposites was pseudo-plastic (shear-thinning) compared to 
Newtonian-type vermiculite and polyol slurry/solution. Also, mechanical 
properties of EV/PU nanocomposites were better than pure PU and 
vermiculite/PU composites and gas permeability of the system. As reported, 
both dispersion and modification of the surface were found significant in 
terms of gas barrier properties. Also, Qian et al. synthesized PU/OMV 
nanocomposites through solvent-free in situ intercalative polymerization. 
According to their results, tensile modulus of the nanocomposite increased 
by 4 times and CO2 permeation decreased 40% with 5.3 wt% loading of 
OMV into composite (Qian et al., 2012). 

El-Nemr et al. studied effects of gamma irradiation on physico-chemical 
properties of SBR/maleic anhydride (MA)/vermiculite nanocomposites. 
They found that crosslinking activity increased with increasing amount of 
irradiation dose and also vermiculite and MA addition improved thermal 
stability (El-Nemr, Ali, El-Sayed, & Zahran, 2018). They also conducted 
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similar study for EPDM/MA/vermiculite nanocomposite by direct melt 
compounding. They found similar behavior for nanocomposites like their 
previous study (El-Nemr, Khaffaga, Saleh, & Zahran, 2018).

Szadkowski et al. prepared ethylene-propylene rubber (EP)/vermiculite 
composite by melt compounding. According to their results, vermiculite 
tear resistance and barrier performance of composite (Szadkowski, 2020).

In another study, Tjong et al. incorporated styrene-ethylene-butadiene-
styrene (SEBS) into PP/vermiculite nanocomposite to improve impact 
strength. They found that impact resistance increased exponentially with 
the increased amount of SEBS in the composite (Tjong & Meng, 2003a). 

3.3.1. Vermiculite Filled Foam Composites

Polymeric foams are also another form of the polymers with very 
low weight and density. The sound absorption, thermal insulation, gas 
barrier properties of vermiculite can be improved by creating foamy 
structures. Closed cell type rigid polyurethane (PU) foams are generally 
used as thermal insulation materials. The loss of blowing gases makes a 
problem that affects the thermal conductivity of the system. The fillers 
such as plate-like nanomaterials construct a gas barrier hence decrease 
gas transportation and increase the resistance to insulation aging. Typical 
vermiculite filled polymer composite foam production process was given 
in Fig. 6. According to this, modified or unmodified vermiculite firstly mix 
with polyol, this mixture is casted into a mold and finally is cured in this 
mold to get final product.

 
Figure 6. Schematic representation of vermiculite filled polymer composite foam 

production process

Li et al. incorporated vermiculite fillers into PU foam to improve 
sound absorbing, thermal insulating and resilience properties. They found 
that increased vermiculite content increased the resilience of the system. 
Sound absorption capacity of PU foam composites was better than pure 
PU foam. Also, smaller vermiculite fillers showed better sound absorption 
for all composites. When foam density increased, cell morphology became 
more compact, heat flow through cell wall became easier that led to a 
decrease in thermal insulation. When vermiculite is added in PU foam, 
regardless of the filler content, thermal conductivity value increased (Li, 
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Chuang, Huang, Lou, & Lin, 2015). 

In another study, Patro et al., synthesized exfoliated and unmodified 
vermiculite/ rigid polyurethane nanocomposites. The effect of clay 
addition on polymerization and foaming reactions were investigated 
by the gel and rise times. The cell morphology and closed cell content 
of the nanocomposite were also examined. Both polyol and the polyol–
vermiculite blend exhibited Newtonian behavior due to weaker interaction 
between vermiculite and polyol. When the vermiculite content in foam 
increased, cell size become smaller and the structure seemed more uniform 
due to the inducing effect of vermiculite on gas bubble nucleation. And it 
also led to a higher number of finer cells in the foam structure. According 
to their results, when vermiculite content in foam increased, the closed cell 
content also increased; a significant reduction of thermal conductivity was 
observed due to reduction in cell size; the brittleness of foam increased, 
and the bulk density of the foams increased slightly (Patro, Harikrishnan, 
Misra, & Khakhar, 2008).

Park et al., carried out a study about the dispersion of vermiculite 
into PU with in-situ intercalative polymerization. They found that the 
full exfoliation of vermiculite had been seen only in the presence of 
masterbatch mixing. The films prepared with the masterbatch method also 
showed a significant reduction in CO2 gas permeation which was around 
∼40 % compared to pristine PU rigid films (Park et al., 2013).

3.3.2. Vermiculite Filled Polymeric Gel Composites

Gels are materials composed of a three-dimensional physically or 
chemically crosslinked polymer or colloidal network immersed in a fluid. 
They are usually soft and weak but can be made hard and tough. Polymer 
gels are crosslinked networks of polymers which behave like viscoelastic 
solids (Fig. 7). Aerogel is an ultralight material which shows excellent 
adsorption performance thanks to its high specific surface area and pore 
volume. Aerogels show very effective insulation properties since they are 
extremely porous which are in the nanometer range.  The presence of these 
pores makes the aerogel so useful for insulation applications.
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Figure 7. Schematic illustration of polymer gels

Zhou et al. modified expanded vermiculite by an in-situ gel method. 
Gelation time and the effect of propylene oxide (PO) on some properties 
were investigated. As given in the study, modified EV had better insulation 
properties. EV had higher thermal conductivity value when compared 
with modified EV since its nano-level porous structure restricted the heat 
transfer (Zhou, Gu, & Wang, 2013).

Jin et al. synthesized polymer gel/vermiculite fiber reinforced 
composite for oil removal application through  in situ  intercalation and 
exfoliation technique. As given in the results, vermiculite composite 
showed good oil absorbency (Jin, Liu, Pu, & Wen, 2014).  

He et al. prepared OV/PMMA/1-butyl-3-methylimidazolium 
hexafluorophosphate  composite gel polymer electrolytes (CGPEs) by 
solution casting method. Crystallinity of CGPE was decreased with the 
presence of OV. Ionic conductivity and electrochemical window of CGPE 
was improved with 8 wt% OV addition into composite (He, Chen, Wang, 
Xie, & Dong, 2013). 

4.	 Conclusions

Vermiculite is a natural mineral with many superior properties. 
Although its general structure and properties are affected by the 
geological conditions during its formation and nature of the vermiculite, 
it can be modified by delamination/exfoliation, intercalation or chemical 
modifications. The unique and tunable structure makes it preferable 
material in many applications such as adsorption (oil, organic solvent, 



Ozan Toprakci, Mukaddes Sevval Cetin, Hatice Aylin Karahan Toprakci 138 .

gas, and metal ions), separation, waste water treatment, electrical, thermal 
sound, and insulation. In addition to these it can be used as a fire retardant, 
a barrier material for films, while it can be used in powder form, it is 
mixed with polymers to modify the properties of the polymers. It can be 
compounded with various types of polymers including thermoplastics, 
thermosets, elastomers and composites can be in various forms including 
films, sheet, foam or gel. 
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INTRODUCTION 

Museums are cultural institutions exhibiting artifacts specific to 
social structures, thereby revealing the relations among cultures and 
ensuring that national values are recognized. International Council of 
Museums (ICOM) defined a museum as:  

“A non-profit, permanent institution in the service of society and 
its development, open to the public, which acquires, conserves, 
researches, communicates and exhibits the tangible and 
intangible heritage of humanity and its environment for the 
purposes of education, study and enjoyment.” (ICOM, 2020).  

According to ICOM's definition, museums are institutions that aim to 
display the material and immaterial heritages of historical value to the 
people. This purpose also contributes to the education of society and the 
establishment of relations between different cultural structures. In the 
literature, it is possible to find different researches that promote similar 
opinions. Museums, which constitute a communication bridge between 
people from different cultures and today's social life, are considered to 
play a unifying role in countries with cultural confusion and separation 
(Mercin, 2006). The primary mission undertaken by museums is to 
preserve cultural values and transfer them to society according to 
scientific patterns. In this context, museums are considered as institutions 
that carry out continuous education activities and develop cultural 
empathy (Siedel and Hudson, 1999; Tezcan and Ödekan, 2011). These 
interactions allow people to pay more attention to cultural heritages and 
thus museum and archaeological site visits increase. For this reason, the 
museum management should be fully aware of its place and functions in 
the social plan, not just protecting and presenting objects and collections 
(Kenderdine, 1998). The number of museum visitors between 2000 and 
2019 in Turkey is shown in Figure 1 that shows people's interest in 
museums and archaeological sites is constantly increasing.  

Figure 1: Number of visitors to museums and sites in Turkey 
(https://kvmgm.ktb.gov.tr/TR-43336/muze-istatistikleri.html) 
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The concept of digitalization, which has come into our lives with 
the developments of information and communication technologies, can be 
expressed as the transfer of process and objects to the electronic 
environment. The concept, which is technically defined as the digitization 
of data, is expressed as virtualization because data is transferred to the 
electronic environment (Fidan, 2013). The concepts such as e-
government, e-school, e-book, e-commerce, e-invoice, and e-municipality 
have begun to be used as expressions emphasizing the transformation. 
Digital definitions of data have led to an increase in abilities related to 
transmission, access, and storage, a decrease in costs, and an increase in 
the efficiency of data analysis (Yılmaz, 2011). These technological 
developments have involved the rise of a research field called Knowledge 
Management (KM), which includes the processes of acquiring, storing, 
transmitting, and using data in digital format. The concept of KM, which 
has great importance in business processes, is also a crucial issue in 
museum management. 

Digitalization, which becomes a part of our social life by 
developing technology, brings along cultural changes (Özbağ, 2013). In 
this context, the transferring of information, documents, and data of 
cultural heritage to electronic environments is seen as one of the 
important issues for archeological studies (Biedermann, 2017). 
Digitalization of cultural heritage data brings many advantages for data 
processing such as storing, transmitting, accessing, and analyzing with 
low cost (Özbağ, 2013). Due to these advantages, it cannot be expected 
that museums, which are institutions that undertake the mission of 
preserving cultural heritages and exhibiting them to the public, will not 
be affected by the virtualization. In the last two decades, it has been 
noticed that researches on digitalization on museum core tasks and the 
concept of KM in museums have gained importance in both literature and 
practice (Parry, 2010). KM, which is a concept generally encountered in 
industrial processes, has started to be used in cultural heritage studies 
(Hervy et al., 2013). Also, it is observed that studies on museum 
management systems carried out within the framework of KM are 
generally visitor-oriented such as virtual guides, e-tours, and web site 
presentations. 

KM is defined as the process of producing, sharing, 
communicating, and managing knowledge using information and 
communication technologies (Onyancha and Ocholla, 2009). According 
to the definition, KM includes four general tasks such as conceptualize, 
reflect, act, and review. Conceptualization refers to the acquisition and 
concretization of data by different actors. Reflection is referring to 
improvements and shortcomings by highlighting the strengths and 
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weaknesses of the data. The act is taking the necessary measures 
according to the analysis results of the data and shaping the process 
according to the evaluations. The review is the evaluation of previous and 
reshaping processes (Wielinga, Sandberg, and Schreiber, 1997). This 
approach, which determines the framework of the KM process, also can 
be used in the museum management system. Kavakli and Bakogianni 
(2003) stated that the mission and processes of the museum should be 
defined in the conceptualization; the reflection should include the 
determination of the procedural deficiencies and relational deficiencies of 
public information about the object. The authors also emphasized that 
effective solutions to the problems should be determined in the action 
stage and evaluation of the changes should be made in the review task.     

Technological systems used in museums have revealed some 
concepts in the literature such as virtual museum, digital museum, e-
museum, smart museum, etc. The literature has two different views on 
these new concepts. Some authors argue that new approaches cannot 
replace the exhibition of real objects and physical museums (Niewerth, 
2013; Biedermann, 2017). According to the other opinions, virtualized 
museums will increase the effectiveness of information organization 
(Parry, 2010), support their social and educational roles, and thus, 
cultural heritages will increase their value (Li and Liew, 2015). Due to 
the advantages of digital technologies, the positive contributions of these 
technologies to museum processes cannot be ignored. According to a 
study, the views of museum visitors about museum websites were 
determined. In the conclusion of the study, it was determined that visitor 
expectations regarding the use of digital resources on museum websites 
are quite high (Marty, 2008).  

The studies conducted within the framework of information 
organization and presentation generally include practices and analyzes 
created for effective museum visits. Wang et al. (2007) created a Museum 
Guide System (MGS) based on handheld devices. MGS, which allows 
visitors to read or listen to information about the exhibitions, is an 
application that aims to provide independent guide service to each visitor. 
In another study called I-Muse, which was carried out to provide guide 
services to visitors, Fevgas et al. (2011) developed a mobile application 
that includes 3-D supported museum presentations. RFID (Radio 
Frequency Identification) tags were used to identify artifacts in the 
application, which included group service in group visits as well as 
personal use. Developing the I-Muse application by adding interactive 
education applications, Fevgas et al. (2014) thereby increased cultural 
interaction by contributing to cultural understanding. Lopez, Fernandez, 
and Burillo (2016) have developed an NFC (Near Field Communication) 
based mobile system to systematically record the data obtained about the 
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artifacts found in the excavation area. It has aimed to collect data entered 
by archaeologists working in different excavation sites in a common 
database. In the study, it is emphasized that aid of the NFC-based mobile 
system, access to data obtained in archaeological excavations is 
accelerated, efficiency is ensured in the next excavation decision and 
human-oriented errors in data entry are prevented. Khelifi (2018), who 
researched the level of technology usage in museums, emphasizes that 
archaeological excavations are behind in terms of technology usage, and 
insufficient use of technology in the museum-visitor-excavation triangle 
causes disconnection in the transfer of information to the next 
generations. One of the recent studies suggesting that the use of digital 
technologies in museum processes will increase personal and social 
interactions (Gran et al., 2019). It has been revealed in the study that 
technological systems can contribute to cultural wealth in society. In 
order to transfer information to future generations effectively, the cultural 
heritage data must be obtained, recorded, and presented using 
technological developments. In this way, the deficiencies in the creation 
of the information to be presented to the visitors only by the museum 
management will be prevented. In other words, recording the data of the 
artifacts found as a result of archaeological excavations into the system at 
the location where it is located will contribute to the museum 
management system and ensure the efficient realization of the data flow 
in the museum-visitor-excavation triangle. In this way, all artifacts data 
found in different excavations will be collected in a database and 
relational analysis will be possible. 

This study, it is aimed to record the whole process from the 
discovery of artifacts to presentation in the museum, to eliminate the 
information gaps, and to increase the data access speed. In this context, 
three different interactive applications have been developed: museum 
manager, archaeologist, and visitor. The archaeological excavation is 
appointed by the museum manager by sharing the location and time 
interval of the archaeological excavation through the developed mobile 
application and assigning an archaeologist to the excavation. The 
archaeological excavation manager can assign RFID tags through the 
NFC service and record the artifacts found as a result of the excavation 
together with their location information. The decision to be exhibited in 
the museum is taken by the museum management by creating a QR code 
for the artifacts, and access to the artifacts information is provided 
through the mobile application developed for visitors. Thus, within the 
framework of KM, a relational management system based on museum 
management, excavation, archeologist, and visitor was established.  

MATERIAL AND METHOD 

Radio Frequency Identification 

Radio Frequency Identification (RFID), which is used to obtain 
object information, is a technology consisting of two basic components: a 
tag carrying data and a reader receiving data from this tag. The RFID tag, 
whose structure is presented in Figure 2, consists of a silicon chip, 
antenna, and coating that allow answering queries by radiofrequency. The 
chip contains data about the object on which the tag is placed. The 
antenna transmits the object information to the reader using 
radiofrequency. The coating surrounds the chip and antenna so that the 
tag can be placed on an object (Wang et al., 2007). 

 

 

 
 

 
 
 
 
 
 

Figure 2: Structure of RFID tag 
 

 

Although RFID technology has been available for a long time,  its 
widespread usage has been adversely affected by problems related to cost 
and data standards (Pala and İnanç, 2007). With the use of RFID 
technology especially in automation systems, manual processes are 
minimized (Penttila, et al., 2006; Zhang, 2005). In this way, it provides 
significant contributions to companies by increasing employee and 
process efficiency (Higgins and Cairney, 2006). RFID technology, which 
has been used not only in industrial applications but also in service 
sectors such as health, education, and tourism, has been used for museum 
management and the presentation of archaeological artifacts. Especially, 
applications targeting museum visitors have become widespread in recent 
years. 

RFID Reader 

An RFID reader is a transmitter-receiver device working with 
radiofrequency. The RFID reader includes a microcontroller to analyze 
the tag information it reads, a communication module, and an I/O module 
for external device connections (Yüksel and Yüksel, 2011). The antenna 
is used to emit radio frequency signals and to catch the returning signals. 
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and to capture incoming data from the RFID tag. It should be noted that 
antenna gain and polarization are among the most important factors 
determining the reading range. A basic RFID reader scheme is given in 
Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Structure of RFID Reader (Yüksel and Yüksel, 2011) 

Near Field Communication 

Near Field Communication (NFC) is a short-range wireless 
communication technology designed for interaction with mobile devices 
and computers. NFC, which allows users to perform contactless 
transactions and contactless payments, allows users to easily connect to 
electronic devices. In this context, NFC systems are one of the most ideal 
methods to establish a connection between other technologies with their 
bidirectional communication capability (Wang et al., 2007).  

Quick Response Code 

Quick Response (QR) code is a 2D barcode system developed by 
the Japanese company Denso Wave. While traditional barcode systems 
have the capacity to express 20 digits, QR code shown in Figure 4 can 
encode more than 7000 characters (Chang, 2014). It can be used for 
encoding data with long character strings such as text or hyperlink 
addresses, where barcode systems are insufficient due to its greater 
capacity. 
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Figure 4: QR codes in different dimensions 

 

RESEARCH MODEL 

The developed application has two interfaces, mobile, and web. 
Using a common database, the system has a functioning model that 
includes two flow charts for visitors and administrators. The use of 
archaeologists has been established within the management function and 
access restrictions have been imposed. In other words, archaeologists and 
administrator access are realized through the same application. 

Museum Visitor System 

The visitors who want to use the system are required to install the 
application on their devices and allow application access permission to 
the cameras of their phones to enable QR code identification. As seen in 
the visitor system flow chart given in Figure 5, firstly the QR code is 
controlled. If the QR code is defined in the system, information and 
pictures about the artifact will be displayed as far as the administrator 
allows visitor access. In addition, the system offers visitors the 
opportunity to hear written information about the artifact.  

 

 

 

 

 

 
 
 
 
 

Figure 5: Diagram of museum visitor system 
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Archaeologist-Administrator System 

The flow diagram of the archaeologist-administrator system is 
presented in Figure 6. Archaeologists added to the system by the 
administrator are given an RFID tag smart ID card. The archaeologist, 
who is identified with the RFID tag in the system, can enter the system 
with the defined RFID tag. If the mobile phone does not have NFC, login 
can be realized by the user name and password. Thus and view the 
information about the active excavations on the screen. In the artifacts 
section, it has the opportunity to examine the previously added works and 
add new works. The description, picture, and location data to be added to 
the system are presented to the administrator after identification with 
RFID. The admin who examines the artifacts uploaded to the system by 
the archaeologist decides whether the artifact is proper for showing in the 
museum or not. 

 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Diagram of Archaeologist-Administrator system 
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FINDINGS  

In our study, a mobile and web-based relational system has been 
developed in order to maintain the processes in the museum management 
(administrator)-excavation-visitor triangle effectively. With the creation 
of the system integrated with each other, it has been ensured that the data 
to be produced in the field are collected in the same place. 

Evaluation of Administrator System 

Two applications have been developed for administrator 
operations, mobile and web-based management panel. Due to the similar 
nature of manager and archaeologist operations in the mobile application, 
a single application was prepared, and these two entry types were 
separated from each other with post-login restrictions. The web-based 
management module is used only by the administrator. A Web panel that 
has been designed for easy KM operations such as examining, editing, 
presenting to visitors as well as creating QR codes was performed.  

In addition to being able to login to the system with a user name 
and password, the administrator will also be able to log in through an 
RFID defined mobile device with NFC support. Administrators are 
enabled to carry out transactions related to excavations, artifacts, 
archaeologists, and their personal information thanks to a menu added in 
the mobile application. By selecting the excavations option from the 
menus, the data related to the archaeological excavations defined by the 
administrator are displayed in Figure 7. 

 
Figure 7: Screenshot of archeologic excavations option 
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 Adding a new archeologist and editing an existing one are other 
operations that administrators can realize via using the system. As seen in 
Figure 8, archeologists can be saved to the system with their personal 
information. Archaeologists can log into the system with the e-mail and 
password information defined for them after they are registered in the 
system by the administrator. 

 
Figure 8: Adding archeologist 

 
In the administrator system, in addition to the excavation and 

archaeologist management, it is also possible to organize and exhibit the 
artifacts recorded in the system by archaeologists. As can be seen in 
Figure 9, in addition to the inventory information about the artifacts, it is 
possible to register by location it was discovered. The administrator who 
performs the artifacts review can generate a unique QR code and activate 
it for the visitor exhibition. The QR code of artifacts was generated by 
using the RFID code that archeologist associated with the artifacts. Figure 
10 shows the list of artifacts added to the system after generating a QR 
code. 

 

 
Figure 9: Updating artifacts 
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Figure 10: List of artifacts 

 
Evaluation of Archaeologist System 

 Archaeologists log into the system with the username-password or 
smart ID card introduced by the administrator, by imposing some 
operation restrictions in the application prepared for managers. 
Archaeologists can only view active excavations. Archaeologists can 
carry out procedures related to the artifacts in order to send the artifacts 
they find in the excavation area to the administrator. As can be seen in 
Figure 11, the RFID number, the tags given to the archaeologists by the 
administrator who started the archaeological excavation, was read with 
the help of mobile devices with NFC service, and the id information was 
automatically written. Location is determined by the latitude and 
longitude data obtained by clicking the location icon. 

 
Figure 11: Artifacts operations of archeologists 

 
Evaluation of Museum Visitor System  

The administrator will be able to exhibit the artifacts worth to be 
exhibited in the museum by creating a special QR code. The application 
prepared for museum visitors presented in Figure 12 has been simplified 
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as much as possible. By pressing the icon in the application, the QR code 
that contains the information of the artifacts will be tried to be scanned. If 
the id information of the artifacts is matched with the RFID data 
embedded in the QR code, information about the relevant artifacts will be 
displayed on the screen. At the same time, an alternative to listening to 
the information of the artifacts has been added to the application.      

 

 
Figure 12: Screenshots of Visitor System 

 
CONCLUSION 

In this study, it has been ensured that the data are recorded in a 
database in all processes from archaeological excavations to the 
exhibition in museums. Failure to systematically recording large amounts 
of data leads to incomplete data errors in analysis and not being able to 
perform relational analyzes. In our study, data errors are minimized by 
recording the data about the work in an electronic environment. The data 
to be collected in the database will enable access to confidential 
information and perform relational analysis using data mining and 
machine learning techniques. In this way, archeological analysts will 
have a fast, impeccable, and comfortable analysis environment. Thus, 
they will reach healthier archeologic knowledge about the artifacts. 

In traditional exhibitions, new information boards are prepared 
when artifacts' information needs to be arranged. Instead of this process, 
which has disadvantages in terms of cost and time, QR codes that contain 
information about the artifacts or archaeological sites to be exhibited in 
this study are used. The information of artifacts to be exhibited in a 
museum or archaeological sites can be reached with a text embedded in a 
QR code. If the artifact's information needs to be updated, the 
information can be corrected by the manager by updating the artifact's 
information without changing the QR code. At the same time, our 
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application will serve as a guide. With the information and pictures of 
artifacts in the QR code, visitors will be able to read the information 
about the artifacts and listen without a guide. 

The developed system supports only Turkish language and can be 
developed by adding different languages. Saving the artifacts with the 
location information will pave the way for different analyzes such as 
relational analyzes, association rules, and prediction analyzes. In this 
sense, developing this study by instant mapping of the excavation areas 
will provide significant contributions to the literature. 
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1.  Introduction

Living nature has been the inspiration for the hydrophobic surface 
approach to achieve a self-cleaning surface. Some surfaces possessed by 
many plants and animals in nature exhibit high hydrophobic properties 
and keep themselves constantly clean by exhibiting cleaning properties. 
The wings of butterfly and leaves of many plants are examples of such 
surfaces. Lotus (Nelumbo nucifera) plant has the property of its excellent 
non-wettability, is recognized as a “King plant” among all natural water 
repellent plants. The hierarchical micro / nanostructure of a lotus leaf 
surface consists of a normal micro-relief cuticular about 1-5 μm in height. 
They compose of secreted low surface energy epicuticular wax crystalloids 
that evenly cover the surface (Nun et al., 2002:677; Cannavale et al., 
2009:1233).

Biomimetics is a new science that studies models in nature and then 
aims to solve people’s problems by imitating or inspired by these designs. 
Biomimetics is a term that refers to the whole of the materials, tools, 
mechanisms and systems that humans make by imitating the systems found 
in nature. Tools made by modeling the designs in nature are especially 
needed for use in areas such as nano technology, robot technology and 
military equipment. Living nature is an inspiration for many improvement 
and serves us as a matchless resource for solving technical problems. Rice 
leaf and butterfly wings; combining with shark skin (anisotropic flow 
leading to low drag)  and lotus plant (superhydrophobic and self-cleaning), 
a unique surface characteristic has been achieved called “rice and butterfly 
wing effect”. Systematic studies were conducted using rice leaves and 
butterfly wings, and a combination of actual and replica samples. Obtaning 
such surfaces, real samples were exposed to low adhesion nanostructured 
coating. Then, the artificial surface obtained and real samples were 
compared. Surface morphology characterization was made with scanning 
electron microscopy and optical profiler imaging using software analysis. 
The characteristics of surfaces associated with self-cleaning, low drag, 
antifouling properties have been tried to be understood and these studies 
conceptual models for development. For example, boots and swimsuits are 
made of shark skin and the windows producing from inspired by the lotus 
plant, which has features super water repellency and low surface energy 
(Bixler ve Bhushan, 2012:11271). 

In 1997, Barthlott and Neinhuis first exposed the unique dual-scale 
micro / nanostructures of lotus leaves with the aid of a scanning electron 
microscope (SEM) and also examined the chemical material found on it 
(Barthlott and Neinhuis, 1997:1). Today, this material has been put on the 
market with two applications as self-cleaning paint and plaster for building 
facades. Since the mechanism needs water to clean itself, it can only be 
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used on external surfaces that are exposed to rain. A silicone resin-based, 
micro-scale external paint containing Lotus Effect is in use today.

The paint creates a wavy micro-structure on the surface it is coated, 
creating a lotus effect; It makes the surface superhydrophobic by creating 
a contact angle between the surface and the water droplet falling on it. 
Matt colored paint, which can be applied to masonry surfaces (concrete, 
masonry, etc.) with a brush, roller or airless spray, cannot be applied to wood 
and metal surfaces. There is also an acrylic resin-based exterior plaster 
with silicone additives, which has been released with the Lotus effect. This 
plaster functions by providing a lotus effect on the applied surface, just like 
the paint derivative. In addition, there are also hydrophobic surface coating 
applications to protect historical buildings against the effects of water and 
mold.

These are applied by spraying a solution of isobutyl trimethoxysilane in 
ethanol to provide waterproofing on masonry surfaces. As this application 
makes the surface hydrophobic, although it is not as strong as the Lotus 
Effect, it partially gives the surface the quality of self-cleaning with rain 
(Leydecker, 2008). 

Liu et al. (2015) were examined the synthesis of Fluoroalkylsilanes 
(FAS) using a sol-gel method wiht a very simple one-step approach. 
The materials used them (Heptadecafluoro-1,1,2,2-tetrahydrodecyl) 
trimethoxysilane (17FTMS), ethanol and ammonia. They followed the 
following way to prepare of the coatings: firstly, 1 mL of deionized water 
and 0.5 mL of ammonia were added into 25 mL of ethanol and mixed 
gently for 5 minutes. Next, under continuous stirring to this solution was 
added slowly 100 µL of 17FTMS.  Also, the ammonia was used as a 
catalyst to initiate the sol–gel process. The cleaned glass substrates were 
placed under tap water and dipped, then allowed to dry overnight at room 
conditions. The results obtained from this study are; the coating showed a 
rough, wrinkled, hill-like surface morphology. The water droplets with a 
contact angle of 169o and a sliding angle of less than 5o formed a spherical 
shape on this surface. Therefore the prepared superhydrophobic coating 
exhibed excellent self-cleaning performance. 

In addition, the superhydrophobic wetting condition was maintained 
under the effect of high speed water jet, but due to the poor mechanical 
strength of the coating it was easily scratched with a pencil. They control 
the scratch resistant property of the coating using pencil hardness test. The 
pencil was mounted at an angle 45o in contact with the coated surface and 
was moved horizontally over the surface. 9H (hardest), HB (average hard) 
and 9B (softest) pencil hardness was tested on having superhydrophobic 
coating; however, the coated surface is damaged and significant scratches 
were observed in all pencil tests (Liu et al., 2015:897). 
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Park et al. (2013), a sol-gel mixture containing 
3,3,3-trifluoropropyltrimethoxysilane (FAS3) and tetramethoxysilane 
(TMOS) prepared successfully. It is coated on glass surfaces by spin coating 
method. They were coated on glass surfaces by a spin coating method. 
They obtained dynamically oleophobic repellent surfaces against liquids 
such as n-decane, n-dodecane and n-hexadecane. They have obtained 
dynamic repellent surfaces with low equilibrium contact angle values but 
less than 10o sliding angles. They made these surfaces without relying on 
conventional surface roughening and long-chain perfluoroalkylsilanes. 
Thus, they have created self-cleaning dynamic surfaces while maintaining 
surface transparency.

These findings further addition of TMOS and homogeneous / 
continuous formation of films as well as in improving the dynamic 
dewetting behavior against various alkene liquids offers clear evidence 
that play key roles. Unlike the traditional oleophobic / superoleophobic 
treatments reported thus far, their one-pot process is simple, effective 
and environmentally friendly. Because it does not require any long chain 
perfluoroalkylsilanes, thermal treatment or physical / chemical treatments 
to roughen the surfaces. Therefore, this technique is widely applicable 
to a variety of substrates and they expect to provide suitable oleophobic 
coatings and surface treatments (Park et al., 2013:100).

2. Superhydrophobic Surfaces 

Superhydrophobicity formed by a combination of hierarchical surface 
structures and low surface energy materials. Self-cleaning ability (low 
contact angle hysteresis) with superhydrophobic surfaces can perform 
many functions. In order to provide these properties, natural hydrophobic 
materials must have a multi-scale or hierarchical surface. There is a need 
for a composite structure with a high rate of trapped air. This requirement 
fits with Cassie-Baxter’s theory.

Over the past decade, superhydrophobic surfaces with water contact 
angle (CA) in excess of 150o have attracted great interest in potential 
applications as self-cleaning materials (Sas et al., 2012:824; Wang et al., 
2007:27). Many studies have been done on lossless droplet manipulation 
(Wu et al., 2015:1)  and anti-corrosion coatings (Arukalam et al., 2016:220; 
Barati et al., 2020:1763; Yin et al., 2010:816; Cui et al.,  2011:398). 
The researchers determined that the wetting behavior of water droplets 
on superhydrophobic surfaces is managed by a combination of surface 
chemistry and topology. In particular, superhydrophobicity can be achieved 
on nano-structured surfaces exhibiting a low surface energy. Generally, 
these surface patterns were defined by Wenzel (1936) and Cassie (1994).
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If the roughness of a solid surface, it must be taken into account as 
the actual contact area between the droplet and the rough surface differs 
from the flat surface area. In Wenzel model is assumed to be in contact 
with the whole rough surface of the water droplet. Therefore, the rough 
surface is completely wet. In this model, the water drop is attached to the 
superhydrophobic surface due to the large contact area with the surface. 
The Cassie-Baxter model droplets by contacting the top layer of the 
roughened surface causes the formation of air pockets in the liquid-solid 
interface. In this model, as a result of minimizing the liquid-surface contact 
area, superhydrophobic surface having a self-cleaning and water-repellent 
properties are obtained.

In 1997, Barthlott and Neinhuis first revealed that the lotus leaf 
has micro/nano-hierarchical structures consisting of randomly oriented 
papillae epidermal cells covered with hydrophobic epicuticular wax 
crystalloids (Barthlott and Neinhuis, 1997:1; Neinhuis and Barthlott, 
1997:667; Bayer et al., 2011: 7939, Crawford et al., 2015 ). Later in their 
study, they also observed that the air could remain under the water droplets 
in accordance with the Cassie-Baxter equation. These findings revealed 
that highly water-repellent superhydrophobic surfaces like lotus leaves can 
be produced using micro / nano hierarchical structures coated with low 
surface energy materials.

Various methods have been developed inspired by lotus leaves; such 
as;  wet chemical etching (Matin et al., 2016:322), electrochemical reaction 
(Gnedenkov et al., 2016:1241), lithography (Kavalenka et al., 2014:31079), 
electrodynamics (Sarkar et al., 2011:43), sol-gel methods (Shirtcliffe et al., 
2010:124; Rao et al., 2011:5772; Kumar et al., 2015:205), layer-by-layer 
coating (Lee et al., 2006:2305)  and etching to plasma methods to produce 
these surfaces (Lee et al., 2011:3907).

2.1. Natural Superhydrophobic Surfaces 

It is possible to encounter many superhydrophobic surface samples in 
nature. The most well-known and most referenced of these are lotus leaves. 
The presence of randomly distributed structures with a diameter of 5-10 μm 
on the surface of the leaf is observed by high-resolution scanning electron 
microscopy (RTEM) images. These structures contain hairy infrastructures 
of 100-200 nm in length. Thanks to their complex hierarchical micro-nano 
structures and hydrophobic wax on their surfaces, they have 150-160o 

water contact angles and ~ 2o slip angles. These features ensure that the 
surfaces can clean themselves continuously and therefore receive daylight 
continuously. Other similar plant examples, Drosera (sundew), Eucalyptus, 
Euphobiaceae and Gingko biloba.
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The contact angle of natural superhydrophobic surfaces varies 
between 150o and 160o. Water lily plants can be given as an example of 
these surfaces. The leaves of this plant, which grows in muddy and dirty 
environments, are constantly clean. Because the plant immediately shakes 
its leaves when the smallest dust gets on it and pushes the dust particles 
to certain points. Raindrops falling on the leaf are also directed towards 
these points and sweep the dust here, leaving a completely clean surface 
behind. The lotus leaf provides this with the roughness of a few millionths 
of a meter on it. This effect is the “Lotus Effect” as known. There are many 
self-cleaning surfaces in nature, such as water lily (lotus) leaves. Examples 
include the wings of birds, butterfly, and leaves of many plants (Özgür et 
al., 2007:52; Doğancı, 2007:19).

Lotus effect surfaces are hydrophobic and nanostructured surfaces that 
can be cleaned by the movement of water. These types of surfaces are 
generally expressed in words such as “easy to clean”, “dirt repellent”, “self 
cleaning” or “lotus effect”. Although each of these explanations is similar 
to the other actually, is different and used to describe the behavior of a 
surface. Easy-to-clean surfaces are hydrophobic and flat surfaces that have 
been well known for years. As is known, it is not difficult to remove dirt 
from such surfaces and “Lotus effect” and “self-cleaning effect” are used 
similarly. There is no need for any human impact to clean the contaminated 
surface.

After the unique surface properties of lotus leaves were discovered, 
it began to be applied quickly in many areas. These include laminates, 
protective films, traffic signs (not deteriorating even in foggy weather), 
window frames, tents and linoleum production, etc. can be counted. 
Studies on the application of the Lotus effect in the textile industry are still 
ongoing. Application of the Lotus effect on textiles, ease of cleaning and 
maintenance, no negative impact on the environment, time, material and 
energy savings, longer life of the products used, since it can replace some 
chemicals that are safer in terms of health and environment and provides 
advantages such as working with lower costs. Due to all these advantages, 
it is estimated that it will be widely used in many areas (Özdoğan et al., 
2006:287).

Lotus leaves, hierarchical roughness (nano structures combined 
with micro-ridges) and water-repellent covering these structures by the 
presence of waxy super water repellent structure and exhibits self-cleaning 
properties. According to the investigations made in the past years, super 
water repellent plants have macroscopically flat surfaces. However, they 
usually show different sizes of roughness microscopically. Therefore, it has 
been understood that they show super water repellent properties thanks to 
the low surface energy water repellent waxy structures covering the micro 
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and nano structures on their surfaces. Like lotus leaves, rice leaves have 
nano-structures combined with micro protrusions that give the surface the 
ability to not getting wet. Rice leaves have papillary sizes ranging from 5 
to 8 micrometers on the surface, which are aligned unidirectionally parallel 
to the surface in one direction (Guo et al., 2011:314). 

Insects and birds may have superhydrophobic surfaces. For example, 
water striders’ legs that don’t get wet. In this way, they can walk on the 
surface of the water. Again, as in the lotus leaf example, with the micro 
- nanoscale and hydrophobic wax structure on the surface, they attain 
superhydrophobic properties. The superhydrophobic feature in the wings 
of the butterfly keeps the water away from the wings and prevents the wings 
from sticking together. (Wagner et al., 1996:213; Lee et al., 2004:7665). 
Namibia beetles use their superhydrophobic properties for a different 
purpose. The superhydrophobic regions on the way to their mouths allow 
the water droplets that accumulate on the leaves to go directly to their 
mouths. In this way, they managed to survive in the desert (Parker and 
Lawrence, 2001:33; Crawford and Ivanova, 2015).

In addition, superhydrophobic surface characteristics are encountered 
in many plant leaves, water strider, butterfly and cicadas. The force applied 
by each water striders’ legs on a unit surface of water is 152 dyn (1 dyn 
= 1.10-5 N), 15 times its own weight. The soles of the feet of this striders’ 
are consisting of nanoscale slits, revealed by SEM images. This structure 
enables it to have hydrophobic legs. It is understood that there are nano 
sized slits at the ends of the legs. The roughness created by these slits 
prevents the legs of the water strider touching the water surface from 
getting wet.

Cicadas and butterflies are able to protect their wings from moving 
dust particles, moisture and water drops. This is the result of their micro/
nano-rough wings. The wing of a cicada consists of 70 nm thick columns 
that are 90 nm apart from each other, and this gives its wings self-cleaning 
feature. Animals, on the other hand, have a microstructure between 10 nm 
and different micrometer scales. Examples of superhydrophobic animals 
include butterfly wings, duck feathers and bedbugs (Lee et al., 2004:7665). 
For these animals, this is the way they protect themselves in the area where 
they are. For example, after the duck comes out of the water, the wetness 
disappears and the wings of the butterfly approaching each other in the 
evening will not stick together due to the effect of the avalanche (Figure 1).
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Figure 1. (a) Water droplet on the Lotus (Nelumbo nucifera) leaf 
and Lotus leaf surface (b) at low and (c) at high magnifications of SEM 
micrographs (Koch et al., 2009:137). (d) Water droplet anisotropic wetting 
of rice leaf and rice leaf surface (e) at low and (f) at high magnifications 
of SEM images (g) One-way wetting behavior of the butterfly wing and 
(h)at low and (i) at high magnifications of SEM micrographs (Bixler et 
al., 2014:114; Bixler et al., 2014:76; Bixler and Bhushan, 2012:11271; 
Kinoshita et al., 2002:1417; Yan et al., 2011:80). (j) Photograph of a 
water striders’ legs capable of standing on the water surface. (k) The SEM 
micrograph of the leg with nano sized slits. (l) From SEM micrograph of 
water-strider’ legs in the creation of ribbed nano-needle arrays biomimetic 
materials (Cu(OH)2) inspired. The inset at (l) shows squeezing and 
relaxing of water drops between two such surfaces. It shows the robust 
super hydrophobicity of biomimetic materials inspired by water-strider’ 
legs (Liu et al.,2011:155; Gao and Jiang, 2004:36; Yao et al., 2010:656; 
Belhadjamor et al., 2018:85).
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2.2. Artificial superhydrophobic surfaces

Samples of the natural superhydrophobic surfaces were used to create 
artificial superhydrophobic surfaces. Johnson and Dettre were sprayed 
wax on a flat glass surface to create waxy surfaces of different roughness. 
The surfaces of these samples were flattened by various heat applications. 
They observed that although the roughness scale was the only quantity, 
clusters ranging from 100μ to 10μ were formed. The static contact angle on 
these surfaces is 105o. Increase with increasing roughness, increase in the 
advancing contact angle causes the value of the decrease in the decreasing 
contact angle to change between 15o - 100o. 

In cases where the roughness value is critical, the advancing angle 
becomes closer to 160o, while the receding angle approaches 150o. The 
contact angle hysteresis of the rough surface is smaller than the contact 
angle hysteresis on the flat surface. This study is an important experiment 
in terms of showing that surface hydrophobicity increases with surface 
roughness. Superhydrophobic solids have very little contact angle 
hysteresis. There are two reasons that cause these sticky drops to roll off 
the surface. The first of these is that the contact between solid-liquid is less, 
and the second is that this is achieved in small drops due to the presence of 
small hysteresis (Johnson and Dettre, 1964).

The Kao group has done many experiments on rough surfaces. To 
apply anode oxidation to give roughness to aluminium surfaces, followed 
by coating with fluorinated silanes was their first method. Fluorinated 
silanes bond covalently to the surface and form a hydrophobic monolayer 
on it. The second method is the surfaces created by making such substrates 
consisting of solidifying alkyl ketene dimer (AKD) solutions containing 
a small proportion of dialkyl ketone (DAK). The autonomy of Kao 
experiments is due to the measurement of different liquids and contact 
angles on the samples and the comparison of these data by observing 
the same liquids with different samples. With such comparisons, the 
relationship between contact angle and roughness factor has been tried to 
be understood (Shibuichi et al. , 1998:287).

The key feature observed in natural samples is that the hydrophobic 
property reaches the superhydrophobic level thanks to their surface 
textures. Based on this basic principle, various synthetic approaches 
to the development of superhydrophobic surfaces and coatings have 
been developed using hydrophobic surfaces, chemistry and geometric 
properties. The textile material (with rough surface due to being woven) 
was immersed in 4 wt% methylsilicon-toluene solution and then dried at 
100 ° C. Thus, contact angles above 150 ° were obtained (Carre and Mittal, 
2009). 
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A lot of research has been done on the preparation of superhydrophobic 
surfaces with self-cleaning properties based on the Lotus effect. A group in 
Kao worked on the preparation of superhydrophobic rough surfaces after 
preparing artificial hydrophobic surfaces in the mid-1990s. Most of the 
methods applied in the synthesis are processes that change the roughness 
of the hydrophobic surface.

Two main approaches are used to increase the contact angle, which is 
a measure of superhydrophobicity:

• Chemical method

• Geometric method

Chemical method:

To obtain surfaces has a lower surface energy achieved by playing 
with surface chemistry. It is known that surfaces containing –CF3 groups 
have low free surface energy. Since fluorine has a small atomic radius 
and the greatest electronegativity of all atoms, therefore it forms a stable 
covalent bond with the C atom, forming a surface has low surface energy. 
The free surface energy increases as the element fluorine is replaced by 
other atoms such as carbon and hydrogen. Surface tension of functional 
groups; -CF3 <-CF2H <-CF2 <-CH3 <-CH2. The lowest free energy for all 
surfaces is obtained with hexagonal tight pack -CF3 groups. However, it 
has been determined that the contact angle of smooth hydrophobic surfaces 
containing fluorine obtained in this way does not exceed 120o. For this 
reason, micro/nano binary structures with the combining effect of low 
surface energy materials are generally recommended for superhydrophobic 
surfaces.

Geometric method:
The surface area and hydrophobicity of the contact surface are 

increased by increasing the roughness of the surface with the geometric 
method. When a small amount of liquid is placed on a hydrophobic 
surface, the shape of the drop formed depends on the equilibrium contact 
angle between the surface and the liquid and liquid volume. If the volume 
of the drop on the solid surface is microliters (μl) or less, gravity is less 
effective on the drop and the shape of the drop is spherical. In liquids, 
there is a dynamic balance between the liquid surface and the inside of the 
liquid. Therefore, the free surface energy is the same at all points, but for 
solid surfaces the free surface energy is not equal at all points. Equilibrium 
contact angle depends on surface conditions. The wetting behavior of 
smooth (flat, ideal) and rough solids was developed by Young and Wenzel 
and Cassie-Baxter equations, respectively. When a small amount of liquid 
is placed on a hydrophobic surface, the shape of the drop formed depends 
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on the equilibrium contact angle between the surface and the liquid and 
liquid volume.

Both high contact angle and low contact angle interference should 
having of superhydrophobic surfaces. The high contact angle indicates that 
the liquid is repelled by the solid. Low contact angle hysteresis indicates 
that the liquid has a low adhesion strength against the solid. Thus, the fluid 
can move easily with low energy loss.

3. Conclusions

In this study, the properties of superhydrophobic, natural and artificial 
superhydrophobic surfaces and studies using these properties have been 
investigated. Superhydrophobicity or super water repellency of the 
surface offers important solutions in many application areas such as self-
cleaning, coating, corrosion resistance, biotechnology and low friction 
coatings. It is possible to adjust the surface topography by choosing the 
design parameters of the surface appropriately and thus to obtain the 
hydrophobicity afterwards. Hydrofibic surfaces with low surface free 
energy tend to attract gas bubbles although they repel the liquid droplet. 
Therefore, although a drop of liquid left on the superhydrophobic surface 
spreads over a very small area and stays close to the sphere, the gas bubble 
left on the surface immersed in the liquid spreads on the surface and stops 
with a small contact angle.

Wonderful things can be the result of continuously learning from 
nature. The mimicry of lotus leafs’ micro/nanostructure is limited to the 
achieving of high water contact angles and low sliding angles on the surface. 
However, serious steps must be taken to achieve a durability similar to a 
lotus leaf. Various polymers were used due to their natural hydrophobicity 
and toughness in the synthesis of most of the superhydrophobic surfaces 
developed by mimicking of the lotus leaf-like micro nanostructure.
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1.	 Introduction

Aviation is a well-regulated industry. The rules and regulations 
are well defined and the borders are bolt between the functions. The 
International Civil Aviation Organization (ICAO) is a top airworthiness 
organization that works as a conductor for the harmonization of air traffic. 
In accordance with the ICAO regulations, regional regulatory airworthiness 
bodies in Europe (European Aviation Safety Agency-EASA), the USA 
(Federal Aviation Administration-FAA) and Asia are responsible for the 
implementation of new technologies based on the manufacturer’s dossier 
and ICAO Certification Specifications (CS).

The aviation industry can be considered as an indicator of a country’s 
industrial level (Saraçyakupoğlu, 2021).  It is a high value-added 
technology. Per the National Academies Press (NAP) report, the finished 
value of the land-vehicle per pound is only about 5 US Dollars, while the 
finished value of the commercial transport aircraft per pound is 300 US 
Dollars (NAP, 1993).  In other words, the price of an airworthy part is 60 
times higher than those in the automotive industry. It is noteworthy that, 
depending on its type, the modern commercial passenger aircraft consist 
of many million parts and complex components. For example, a Boeing 
747-400 includes more than 6 million parts in the fuselage, landing gear, 
propulsion, avionics, aerodynamics, etc. parts and assemblies (Eugui & 
Bifani, 2014).  It is worth emphasizing that the freighter conversions would 
have significantly fewer parts than the full passenger versions

Each part, assembly, and the component requires specific tests for 
being validated as an airworthy part. In the open literature, there are 
different names for the definition of “airworthy part” such as;

•	 Aviation-grade part, 

•	 Airborne-part,

•	 Ready-to-take-off part,

•	 Ready-to-flight part, 

•	 Flight-ready part, 

•	 Flight-grade part (Saraçyakupoğlu, 2020).

For manufacturing an airworthy part, it is essential to follow the rules 
of airworthiness authorities that are dictated for design and manufacturing 
companies in the aviation industry. Airplanes can only operate with 
airworthy parts and waive off the airworthiness requirements of the parts 
is unacceptable by certification authorities (Saraçyakupoğlu, 2019). In the 
aviation industry, if a company concentrates on the design or manufacturing 
the airworthy parts/components should have Part 21 J/Design Organization 
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Approval (DOA) and Part 21 G/Product Organization Approval (POA) 
from the relevant airworthiness authorities.  

On the other hand, the systems installed on an aircraft should provide, 
at least the given below items besides high performance;

•	 High flight reliability, 

•	 Minimum maintenance requirement, 

•	 Easy maintenance capability, 

•	 Low maintenance-operating cost, 

•	 Low engine fuel consumption, 

•	 Being sustainable and eco-friendly (Ballı, 2020).

Each aircraft type-approved by a single airworthiness regulatory 
organization, based on the mutual recognition between the regulatory bodies. 
In other words "reciprocity is essential". For each and every individual 
aircraft a single certificate of airworthiness, recognized worldwide is granted 
by one Country Aviation Authority (CAA). The aircraft manufacturer 
companies are periodically and sometimes on-conditional audited by the 
authorities. This system provides the opportunity to operate worldwide 
without additional efforts (Gastineau, 2020). In accordance with ICAO 
Global Air Navigation Plan 2016-2030, the global air traffic has doubled 
size once every 15 years since 1977 (ICAO, 2016). Also, the International 
Air Transport Association (IATA) declares that almost 8 Billion people will 
fly in 2037, which means that there's an increasing demand from customers 
to fly more frequently on a global level (Bagamanova & Mota, 2020). It 
is also should be emphasized that the main forcer of the enlarging of the 
aviation industry is the increase in airfreight. 

2.	 Challenges of the Manufacturing Technologies in the Aviation 
Industry 

For figuring out the environment of a regular commercial passenger 
aircraft, the working conditions should be understood properly. It is not 
hard to explain that, these state-of-art machines (airplanes) working 
conditions are extremely difficult.

2.1. A Commercial Passenger Aircraft’s Operation Conditions

A commercial passenger aircraft operates in a harmful condition. At 
the cruise altitude of a regular commercial flight, the outside temperature is 
about – 55 0C. This temperature is 3 times colder than regular kitchen deep 
freezers. In the Table 1, the altitude and temperature change is provided.
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Table 1. The Altitude and Temperature Values Change

Altitude (Meters) Temperature (0C)

0 15
1000 8,5
2000 2
3000 -4,5
4000 -11
5000 -17,5
6000 -24
7000 -30,5
8000 -37
9000 -43,5
10000 -50
11000 -55

At the same flight level, the outside pressure is about 200 mbar. This 
pressure is approximately 5 times smaller than the Mean Sea Level (MSL) 
pressure. In Table 2, the altitude and pressure change is provided.

Table 2. The Altitude and Pressure Values Change 

Altitude (Meters) Pressure (mbar)

0 1013,3
500 955
1000 900
1460 850
2000 795
3010 700
4000 616
5000 540
5570 500
7000 410
9160 300
10000 264
11790 200
16210 100

While an aircraft is floating through the clouds in these mean 
conditions the crew and the passengers breath approximately 8000 feet of 
cabin altitude air (ASEM, 2008).

2.2. The Temperature Inside The Gas Turbine Engine is Hotter 
Than “Lava” 

Gas turbine engines (GTE) are used as the propulsion system in the 
most commercial passenger aircraft operating at present. A regular GTE is 
composed of more than 30, 000 components, operating above their melting 
point. The technology used in the GTE’s as complex as they have to 
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operate reliably in exceedingly harmful environments where temperature 
and pressure vary dramatically in different parts and components. In the 
new type of GTE’s maximum temperature can be as high as ~ 2.000 ºC as 
it is demonstrated in Figure 1.

Figure 1. The Sections and Temperatures Inside a GTE (Adapted from (Spittle, 
2003))

The GTE’s are exposed to environments that vary from severe to 
mild conditions, therefore each one needs to have different characteristics 
to operate reliably (Ackert , 2009). For gases, it is known that pressure 
and temperature are in the right proportion while volume and pressure 
are in inverse proportion. The modules positioned near to the combustion 
chamber (High-Pressure Turbine and High-Pressure Compressor) are the 
ones that are exposed to the extremely harmful environment where pressure 
can go up to 40 Atm, while the temperature can go up to ~ 2.000 ºC. Figure 
2 shows the temperature change through the engine gas flow path.

Figure 2. Temperature Distribution in a GTE (Centrich, et al., 2014)
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It is worth underlining that, the temperature inside the GTE is hotter 
than lava that comes from the volcano. For example, the field temperature 
measurements at Erta’Ale Lava Lake, Ethiopia shows that inside the 
magma the maximum temperature is 1.187 °C  (Burgi, Caillet, & Haefeli, 
2002). In another study, that was done for Kilauea active volcano in Hawaii 
shows that the temperature of the lava was measured as 1230 °C (Carling, 
et al., 2015). Conclusionally, in the hot sections of a GTE the ambient 
temperature is more than “lava”. Even in the mean conditions mentioned 
in 2.1. and 2.2. the GTE should run reliably. 

A typical commercial passenger aircraft gas turbine engine takes 
approximately 1.2 tons/second of air during the take-off phase of the flight. 
This amount of air equals the air of a squash court with the dimensions 
demonstrated in Figure 3. The mechanism by which a jet engine sucks in 
the air is mainly a part of the compression stage  (Gavrieli, 2004).

Figure 3. A Typical Gas Turbine Engine Takes Air of a Squash Court per Second 
(WSF, 2020)

2.3. The Challenges of Manufacturing Activities in the Aviation 
Industry

Undoubtedly, manufacturing a flight-ready gas turbine engine, in a 
multi-layered facility has many limitations. Mainly, extreme complexity 
for modern aircraft jet engines manufacturers is caused by many reasons 
such as;

•	 The complexity of products and technology regarding working 
conditions, 
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•	 Novel innovations and fast changes in products, technologies, 
equipment, toolsets, etc.,

•	 Large number and size of manufacturing plants,

•	 Many unpredictable events like demand and resource fluctuations,

•	 Real-time resource allocation, scheduling, and lean manufacturing 
line optimization for new orders,

•	 Interdependent schedules of many workshops such as mechanic, 
avionics and assembling workshops,

•	 Intensive use of sensors and robotic multi-functional units which 
make enterprises more flexible,

•	 Numerous constraints on products, operations, workers skills, 
equipment, materials, compatibility, etc.,

•	 Individual agreements with major clients, suppliers, workers, etc. 
(Shpilevoy, et al., 2013).

It is obvious that the emerging trend of production is keenly 
concentrated on increasing productivity. Plant-Layout studies and lean-
manufacturing line arrangements are effective for better productivity as 
was mentioned before.  

In the aviation industry, competition is fierce. While implementing 
the newest technologies into the industry companies are looking for 
opportunities to increase their capacities. For example, thanks to the 
implementation of the novel technologies, the Boeing company which 
is a main role player in the aircraft manufacturing sector has increased 
their manufacturing capacity from 52 to 57 per month in their Renton / 
Washington facility (Sutedja, Smith, Muilenburg, & Musser, 2018). 

2.4. The Components and Manufacturing Structure For a Top 
Assembly (Aircraft)

Aircraft is the top assembly which is the end product of the 
manufacturing line. As it was mentioned earlier, there are almost 6 million 
parts in a Boeing 747-400 (Eugui & Bifani, 2014) and there are almost 
30.000 parts in a GTE (Spittle, 2003).  It is noteworthy that the aircraft 
is the top assembly as it is illustrated in Figure 4. Aircraft is composed of 
the manufactured parts with the compliance of Part 21 J-G requirements, 
consumables, standard parts, COTS' and loose-items.  
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Figure 4. An Aircrafts Components and Parts 

	 Meanwhile, it should be underlined that an airworthy part should 
be tagged with the forms for authorization. In general, these forms are 
called as "Authorised Release Certificate" by both FAA and EASA. But in 
detail, EASA titles its form as "Form 1" and FAA titles its form as "Form 
8130-3". The mentioned forms are provided in Figure 5.

Figure 5. FAA and EASA  Authorized Release Certificate Forms
 

Both Form 8130-3 and Form 1 can be released by a POA holder 
for stating that a product, a part, or a component was manufactured in 
accordance with the airworthiness' authorities' regulations (Bhopatkar, 
2013).

From bottom to top, the parts and components are manufactured 
in a flow line. It is noteworthy that, aircraft manufacturers and airliner 
companies are propelling each other in a harmony (Saraçyakupoğlu, 
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2020). It is clear that a strong air cargo fleet contributes to the country's 
development. In that case, the Logistics Performance Index (LPI) is a 
robust indicator for giving clues about the countries industrial position. 
The studies show that there's a positive correlation between LPI and air 
cargo transportation (Düzgün, 2020).

2.5. The Novel Technologies Such as Additive Manufacturing 
Implementation in the Aviation Industry 

The aviation industry is a pioneer in implementing novel technologies. 
The airworthiness bodies are leading the aviation industry for having eco-
friendly aircraft and engines. Naturally, it requires exploring using the 
newest techniques and advanced materials (GE, 2013). As it was mentioned 
before the aviation industry is highly regulated. The manufactured parts 
and the components need to be authorized by airworthiness authorities 
prior to marketing. 

Additive manufacturing is an emerging methodology used for meeting 
the requirements of airworthiness organizations. Basically, it is a process 
of manufacturing parts layer-by-layer which is contrary to that chip-away 
conventional techniques. The materials differ from one AM technique to 
the other one. In Figure 6, material types are provided.

Figure 6. Types of Additive Manufacturing Process (ASTM, 2013).
For example, wax-like materials can be processed with material jetting 

and binder jetting. Metals such as nickel-based alloys and aluminum can 
be processed with directed energy deposition. Thermoplastic filaments 
can be processed with Material Extrusion. With powder bed fusion, 
polymers, maraging steel, stainless steel 316 L, 15-5PH, 17-4PH, nickel-
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based superalloys, Inconel 718, Inconel 625, Hastelloy X, Titanium TA6V, 
chrome-cobalt, aluminum ALSi10Mg can be used as raw materials. 
Adhesive coated papers, metal tapes, and foils, the plastic sheet material 
can be processed with sheet lamination, and light-curable resin and 
photopolymers can be processed with Vat Photo-Polymerization.

During the standing jump, power output mean values of 5.23 
HP for men and 3.15 HP for women were recorded (Davies, 2007). 
Considering, on a Boeing 777, a single-engine produces 52,000 HP 
the manufacturing ability of "human being" will be understood clearly.  
In that perspective, additive manufacturing technology provides many 
opportunities from aviation-grade production to generating human organs 
(Murr, 2016). It is noteworthy that both medical and aviation industry 
has precise manufacturing limitations. In other words, if a technology is 
implemented to either of them it is a reliable reference for implementation 
to others. 

Because of the design freedom upon complex parts available with 
AM techniques of the airworthy parts which are used on the airplanes are 
perfect applications (Tomlin & Meyer, 2011). Additive manufacturing also 
provides opportunities to reduce operational man and machine hours and 
simplifying the manufacturing process (Despeisse & Ford, 2015).  Since 
assessment of appropriate part candidates could be time-consuming, the 
part selection step is conducted in three phases as information, assessment, 
and decision (Poyraz & Kuşhan, 2019).

In Figure 7, an additively manufactured GTE hot section blade is 
provided. The material is selected as Ti6Al4V which is very common in 
the aviation industry. EOS M 290  Direct Metal Laser Sintering (DMLS) 
machine is used for manufacturing the blade. 
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Figure 7. Additively Manufactured GTE Hot Section Blade (Courtesy of Artuk 
Aviation)

For manufacturing the upper mentioned blade a CAD model has 
been prepared with Catia V5 R21. As it is seen in Figure 8, this model is 
prepared only for training purposes. Albeit, the dimensions are very close 
to the genuine one, it still needs further numerical studies. This part can be 
considered as a sample for figuring out the behave of the process. 

Figure 8. CAD Model of the Hot Section Blade (Courtesy of Artuk Aviation)

As demonstrated in Figure 9, for the GTE hot section blades, the 
cooling channels are the vital areas because of the extremely hot working 
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environment. As it was mentioned before both the combustion chamber 
and high-pressure combustion section have a temperature as high as lava 
from a volcano.

Figure 9. Illustrated Cooling Channels Inside the Hot Section Blade (Courtesy 
of Artuk Aviation)
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Conclusion 

It is obvious that additive manufacturing has changed the face of the 
manufacturing industry. The ease of digitizing the technical data package 
and manipulation of the data is the main positivity of the process.  The 
developments in additive manufacturing technology on behalf of the 
airworthy parts create a vase area of research criteria for producing the 
complex parts that are almost impossible with conventional manufacturing 
techniques.  While reducing the labor and machine hours during the 
manufacturing phase it still needs process improvements because of its 
drawback of batch production of large-size components. 

In the future, more additively manufactured airworthy parts will be 
encountered in the aviation industry.
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INTRODUCTION

With the technological development, that makes life easier and the 
increase in the world population, the energy need of people is increasing 
day by day. Most of the energy consumption in the world is met by fossil 
fuels. Nowadays, besides the increasing consumption of fossil fuels and the 
negative aspects it gives to the environment, interest in renewable energy 
sources is increasing for purposes such as ensuring energy efficiency and 
protecting environmental factors. Renewable energy can be defined as the 
ability to renew itself at an equal rate to the energy taken from the energy 
source or faster than the depletion rate of the resource. Solar energy as a 
renewable energy source and solar cells used in converting this energy into 
electrical energy and system components are among the most interesting 
subjects in research. While the supply inputs of most of the receivers 
used in daily life are alternating current (AC), photovoltaic (PV) panels 
generate direct current (DC). The fact that the energy demand amount 
and time of the users and the time and amount of the energy produced 
from the solar cell are generally not compatible reduces the reliability and 
operational efficiency of local systems fed by PV. The batteries used to 
ensure the continuity of energy increase the investment cost and reduce the 
efficiency of the system. It is only possible to eliminate these drawbacks 
and to benefit from the energy produced from solar cells only with grid-
interactive systems (Koutroulis et al., 2001; Chiang et al., 1998).

It is clear that the use of fossil resources in energy production is no longer 
possible, and the damage caused by industrialization, fossil resources, and 
the fact that the use of renewable energy resources instead of these energy 
resources, which were previously ignored, is increasing day by day. For each 
type of power plant to be established to produce energy, while calculating 
the costs, it is necessary to consider the operation, production, disposal of 
waste, etc. details are taken into account. Considering these costs, it is seen 
that renewable resources are also economically advantageous (Walker at 
al., 2004; Li at al., 2011). 
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Figure 1. Shares of energy resources in world electricity generation in 2019 
(Ritchie, 2019).

Renewable resources, which can be consumed where they are produced 
without connecting to the grid, can easily be used for energy generation, 
especially in regions where the access of transmission or distribution lines 
is difficult or where line construction is not economical due to small-scale 
energy needs. The shares of energy resources used in world electricity 
production in 2019 are isolated in Figure 1. As can be understood from 
here, electricity generation with solar energy corresponds to 0.5% of the 
total electricity generation (Ritchie, 2019).

SOLAR ENERGY AND PHOTOVOLTAIC PANELS 

Solar energy is an electromagnetic radiation of 200 nm and 2500 nm 
wavelengths, which is called photon and propagates in energy beams, and 
it is the energy that comes out as a result of the transformation of hydrogen 
gas into helium through the fusion process that occurs in the Sun’s core. 
This energy reaches the Earth as heat and light energy. As a result of this 
fusion reaction in the core of the sun, 4x1018 Joules of energy is sent to 
the Earth annually. However, up to 3x1014 Joules of this energy can be 
used by the world. Solar panels are materials that operate according to 
the photovoltaic principle, convert the sunlight coming on their surfaces 
directly into electrical energy as DC and consist of two semiconductor 
materials such as P and N types with electrically different properties. The 
first findings of the conversion of solar energy into electricity based on 
the photovoltaic principle emerged in 1839 as a result of the studies of 
Alexander Edmond Becquerel. In this study, Becquerel observed that the 
potential difference between the tips of the electrodes in a liquid electrolyte 
solution changes depending on the light falling on the electrodes. In the 
following years, studies of generating electricity from solar energy have 
become widespread due to their increasing efficiency (Kenar, 2019). In 
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order to determine the electrical properties and behavior of photovoltaic 
panels or arrays, they must first be modeled by simulation. For this, 
elements whose behavior and reactions are known or can be calculated are 
used. In the literature related to the modeling of photovoltaic panels, more 
than one electrical equivalent circuit model such as single diode structure 
and double diode structure can be used. Since it is simpler and 13 ideal 
models are accepted, a single diode model has been preferred in this thesis. 
Accordingly, the equivalent circuit model of a single diode solar cell is 
isolated in Figure 2 (Rasool et al., 2016).

Figure 2. Solar cell equivalent circuit.

Abbreviations in electrical equivalent circuits;

IPV: Electric current produced by solar

RS: Serial resistance

RP: Parallel resistance

The electric current generated in the solar cell is given as in equation 
(1);

( )SCI K T 298 *PVI λ= + −   				    (1)

Here, λ indicates the radiation in kW/m2, ISC indicates the short circuit 
current of the solar cell at 25°, K the short circuit current temperature 
constant of the solar cell, and T indicates the solar cell’s operating 
temperature in Kelvin. The characteristic curves of photovoltaic panels 
produced by the manufacturers with different properties are obtained under 
constant test conditions of 250C temperature and 1000 W/m2. Changes in 
temperature and radiation values cause changes in characteristic curves. 
In addition, in order to obtain current-voltage and power-voltage curves 
depending on different temperature and radiation values, it is necessary 
to know the open-circuit voltage and short-circuit current values of the 
measured photovoltaic panel.

The highest voltage value that can be obtained from the photovoltaic 
panel is the open circuit voltage value of the panel, while the highest current 
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value is the short circuit current value of the panel. However, in both cases, 
the power value that can be taken from the panel is zero. Because the panel 
current is zero in case of open circuit, and the panel voltage is zero in case of 
short circuit. Solar panels are the main element of the solar cell system that 
converts the sun’s rays into electrical energy. Panels are connected in series 
to give higher voltage and in parallel to get higher current output. By-pass 
diode is used in serial connections of panels, and blocking diode is used in 
parallel connections. The function of the by-pass diode is to ensure that the 
current passes through the panels as short circuits that break down during 
operation. The function of the blocking diode is to block the damaged 
panels during operation and prevent them from absorbing the energy of 
other panels. Solar cells are connected in parallel or in series to increase the 
power output. This structure is called solar cell module. A typical silicon 
solar cell can generate as much as 0.5 volts of electricity. Solar cells are 
connected in series to give higher voltage and in parallel to give higher 
current. Usually 30-36 solar batteries can be connected together to give 
an output power of 15-17 volts. Panels are formed by connecting modules 
together. Each module is designed with a connection box that allows it 
to be connected in parallel or in series (Partain et al., 2010). The energy 
produced in solar cell systems is converted into chemical energy and stored 
in batteries in order to be used at night or on days when the weather is 
off. In addition, if the power produced in the batteries is insufficient, the 
difference can be met from the batteries. Although the stored energy is 
used at any time of the day and in all weather conditions, solar cells try to 
replace the spent energy only in a limited time in daylight (Doughty at al., 
2010

). In addition, charge regulators are used in the solar energy system 
to prevent overcharging and discharging the battery. The control method 
of the charge regulator must meet the effect of the battery charge and the 
needs of the loads that the system must supply.

DC-DC PULSE WIDTH MODULATION (PWM) CONVERTERS 

DC-DC converters are power electronics circuits that transfer the DC 
voltage at its input to the output as a different level DC voltage. They have 
a wide range of uses both in practical applications in the industrial field and 
in theoretical and experimental applications in the academic field. In this 
respect, DC-DC converters; It is widely used in renewable energy systems, 
switched power supplies, control and communication systems, battery 
charging circuits, electric vehicles and many more. DC-DC converters 
are circuits with a structure that can operate at high frequencies. The 
operation of these power electronics circuits at high frequencies causes 
them to be physically designed to be small and light. This provides an 
advantage in terms of cost. However, working at high frequencies also 
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causes harmonics and power losses as a result of fast switching. DC-
DC converters are generally divided into linear power converters and 
switch mode power converters. Nowadays, with the developments in 
semiconductor technology, the fact that switch mode power converters can 
be designed smaller and more efficiently enables these converters to be 
widely used (Mohan et al., 2003). 

Switched type DC-DC power converters are basically power 
electronic circuits formed by connecting two switching elements, one of 
which is controlled, and the coil in different ways. The semiconductor 
switching element that is operated in a controlled manner and functions 
in the circuit in full transmission or in full cut is called the active element, 
and the semiconductor element that changes position depending on the 
operating conditions of the circuit is called the passive element. SCR, BJT, 
MOSFET or IGBT are generally used as active semiconductor switching 
element for different frequency and power values. The working principle 
of switched DC-DC power converters is based on the coil in its structure 
to store and transfer energy according to the position of the semiconductor 
power switch. Depending on the structure of the circuit, it is realized by 
transferring the energy accumulated in the coil during the period when the 
semiconductor-switching element is in transmission to the output when the 
diode, which is the passive element, is active (Bodur, 2017).

DC-DC power converters are generally controlled by two different 
methods: Pulse Width Modulation (PWM) and Frequency Modulation (FM). 
In FM technique, the output value is controlled as a result of changing the 
transmission time of the semiconductor switching element by changing the 
pulse frequency, that is, the period. However, this technique is mostly used 
in forced state studies such as transient regime and low load. In addition, 
fluctuations and noises occur in the output voltage as a result of the use 
of this technique. Due to the fact that the frequency is constant, it allows 
the fluctuation and noise in the input and output to be filtered, so PWM 
technique is widely used in real studies. The PWM technique is a method 
in which the output value is controlled by adjusting the transmission time 
of the semiconductor switch by changing the pulse width and changing the 
period and the fixed frequency value (Bodur, 2017).The converters with 
inductance are commonly used in DC-DC converters. DC-DC converters 
with inductance are widely used in applications such as Switched Power 
Supply (SMPS), Power Factor Correction (PFC), computer, control and 
communication circuits. Inductance isolated converters can be applied at 
low powers up to a few kW, due to the limitations in the use of transformers. 
In applications requiring large power such as DC welding machine and 
inverter feeding, it is necessary to switch to DC-DC converters with 
inverter intermediate circuit. In these circuits, a high frequency AC voltage 
generated by an inverter is rectified and filtered. DC-DC converters are 
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known as high frequency and switched circuits. In switched circuits, a 
fully controlled power element is switched at high frequency. The power 
element is operated either at full transmission or at full cut, thus achieving 
high efficiencies between 70% and 90%. The use and design of capacitors, 
coils and transformers have an important place in these converters. The 
higher the frequency, the smaller the capacitor, coil and transformer sizes. 
The size and cost of the circuit decreases and the power density increases. 
In DC-DC converters, despite all the advantages listed above, due to 
fast switching and high frequency, Electro Magnetic Interference (EMI), 
current and voltage rise rates, maximum values ​​of current and voltage and 
switching power losses increase. In these circuits, Soft Switching (SS) 
techniques that minimize or eliminate switching losses with snubber cells 
that limit the rise rates and maximum values ​​of the current and voltage are 
becoming important (Bodur, 2017).

The most common type of DC-DC converters can be divided into two 
categories depending on how they transfer the power. The energy can go 
from the input through the magnetics to the load simultaneously or the 
energy can be stored in the magnetics to be released later to the load. 
Table 1 lists the most common DC-DC converters and their typical power 
limitation. When choosing a DC-DC converter, attention should be paid to 
the power values in the table below (Andersson, 2011).

Table 1. Overview of DC/DC-converters and their typical power limitation

Converters Energy Flow Energy Storage

Non-Isolated Buck (<1 kW)
Boost (<150 W)
Buck – Boost (<150 W)

Isolated Full-bridge (>1 kW) Flyback (<150 W)

NON-ISOLATED DC-DC PWM CONVERTERS IN SOLAR PV 
APPLICATIONS AND SIMULATION RESULTS

Non-isolated DC-DC converters are structurally obtained by differently 
connecting an active and a passive semiconductor switching power 
element and an inductance. The operating logic of inductive converters is 
based on the transfer of energy stored in the inductance. Semiconductor 
switching takes place by transferring the energy supplied by the source 
and stored in the inductance during the period when the power element 
is in transmission, to the load as a result of the semiconductor switching 
element being cut. The biggest disadvantage of these converters is the lack 
of isolation between output and input. These converters; while the types 
such as boost, buck, buck-boost are the most common ones.
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1. BUCK CONVERTERS IN SOLAR PV APPLICATIONS

Buck converters are converters that produce an average output voltage 
lower than the input voltage. Figure 3 shows the solar panel application 
circuit in the PSIM model of the buck converter. PSIM is a power electronics 
simulation programme. A 22 Volt solar panel model is used in the figure. 
The operation of the converter basically, while the power switch is in 
transmission, the energy taken from the solar panel both feeds the output and 
provides energy storage in the inductance located on the current path. When 
the switch is cut off, the diode starts conducting and continues to feed the 
load with the energy accumulated in the inductance. Thus, energy continuity 
is ensured in the load. In buck converters, a controllable DC output voltage 
is obtained between zero and input voltage. The output voltage is expressed 
by the following equation, where D is the relative conduction time,

*Out inV V D= 						      (2)

Switch

Vgate
48470u
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Vout

V
Vsolar
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Figure 3. Buck converter PSIM model with solar panel application

In Figure 4, the solar panel voltage and the output voltage results are 
given. The input voltage obtained by solar panel is 22 V and and this voltage 
duty cycle (D) was reduced to 11 volts at the output with the control made as 
50%. Also, in Figure 5, the output, solar and inductance current results are 
given. In buck converter operating in continuous current mode, the average 
inductance current is equal to the average output current. This situation is 
clearly visible in Figure 5. Because in continuous current mode, the average 
capacitor current is zero. It is also seen in Figure 5 that the current drawn 
from the input voltage source is very fluctuating, but the fluctuation in the 
output current is very low. In these converters, the fluctuation in the output 
voltage is very small since the energy accumulated in the inductance in 
the interval where the power switch is in the cut is transferred to the load. 
Besides, in Figure 6, the current and voltage waveforms of the switch and 
diode of buck converter are given. As shown in figure, the semiconductor 
devices are exposed to the most input voltage obtained by solar panel.
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Figure 4. The solar and output voltage results of buck converter in solar pv 
application.

Figure 5. The currents of output, inductance and solar results of buck converter 
in solar pv application.

Figure 6. The currents and voltages results of switch and diode of buck converter 
in solar pv application.

2. BOOST CONVERTERS IN SOLAR PV APPLICATIONS

Boost converters are converters that produce a higher level of output 
voltage than the input voltage. Figure 7 shows the solar panel application 
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circuit in the PSIM model of the boost converter. A 20 Volt solar panel 
model is used in the figure. The operation of the converter is basically; the 
solar panel simply injects additional energy into the inductance while the 
power switch is on. Meanwhile, the diode is reverse polarized and only 
supplies the capacitor load. With the switch turned off, the diode turns on 
and both the input voltage supplies the output and the energy accumulated 
in the inductance is transferred to the output. In boost converters a 
controllable DC output voltage is obtained between input voltage and 
a specified maximum voltage. The output voltage is expressed by the 
following equation, where D is the relative conduction time,

1
1

Out

in

V
V D

=
−

						      (3)
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Figure 7. Boost converter PSIM model with solar panel application

Figure 8. The solar and output voltage results of boost converter in solar pv 
application.

In Figure 8, the solar panel voltage and the output voltage results 
are given. The input voltage obtained by solar panel is 20 V and and this 
voltage duty cycle (D) was increased to 40 volts at the output with the 
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control made as 50%. Also, in Figure 9, the output, solar and inductance 
current results are given. In this boost converter operating in continuous 
current mode, the ripple in the input current is very small as the inductance 
is connected in series with the input and the inductance current is equal 
to the input current. This situation is clearly visible in Figure 9. Since 
the output voltage is supplied solely by capacitor energy when the power 
switch is in transmission, fluctuations occur in the voltage. It is accepted 
that the parallel capacity in the output filter is too large to keep the output 
voltage constant. Besides, in Figure 10, the current and voltage waveforms 
of the switch and diode of boost converter are given. As shown in figure, 
the semiconductor devices are exposed to the output voltage. Also, these 
converters cannot be operated without load (Bodur, 2011).

Figure 9. The currents of inductance, solar and output results of boost converter 
in solar pv application.

Figure 10. The currents and voltages results of the switch and diode of boost 
converter in solar pv application.

2. BUCK - BOOST CONVERTERS IN SOLAR PV 
APPLICATIONS

Buck - boost converters are converters that can both step down and 
step up the voltage. The different feature of this converter compared to 
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other converters is that the output voltage is opposite. That’s why they are 
also known as reverse output converters. Figure 11 shows the solar panel 
application circuit in the PSIM model of the buck - boost converter. A 17 
Volt solar panel model is used in the figure. The operation of the converter 
is basically, when the power switch is on, the input voltage source transfers 
additional energy to the inductance while the capacitor feeds the load. With 
the switch on, only the energy accumulated in the inductance is transferred 
to the output. In buck-boost converters, a controllable DC output voltage 
between zero and a specified maximum voltage is obtained. The output 
voltage is expressed by the following equation, where D is the relative 
conduction time,

1
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V D
V D

=
−
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48470u

V
Vout

V
Vsolar

A
IsolarVS

V Pmax
S

T
2200u

Diode

Switch

Vgate

2mH

Figure 11. Buck - boost converter PSIM model with solar panel application

Figure 12. The solar and output voltage results of buck - boost converter in solar 
pv application.

In Figure 12, the solar panel voltage and the output voltage results 
are given. The input voltage obtained by solar panel is 17 V and and this 
voltage duty cycle (D) was increased to 51 volts at the output with the 
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control made as 75%. Also, in Figure 13, the output, solar and inductance 
current results are given. In the buck-boost converter operating in 
continuous current mode, inductance current is equal to the sum of input 
and output currents since inductance is not connected in series to input or 
output and fluctuations in input and output currents are large. This situation 
is clearly visible in Figure 13. Besides, in Figure 14, the current and voltage 
waveforms of the switch and diode of buck - boost converter are given. As 
shown in figure, the semiconductor devices are exposed the sum of input 
and output voltages. Also, these converters cannot be operated without 
load.

Figure 13. The currents of inductance, solar and output results of buck - boost 
converter in solar pv application.

Figure 14. The currents and voltages results of the switch and diode of buck - 
boost converter in solar pv application.

ISOLATED DC-DC PWM CONVERTERS IN SOLAR PV 
APPLICATIONS AND SIMULATION RESULTS

Isolation is the process of electrically separating the input and 
output. Isolation can be done in two ways. Isolation can be made with 
either magnetic connectors or optical connectors. Either optic elements or 
transformers are used in the circuits to electrically isolate the input and 
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output, that is, to make insulation. Since electrical isolation is required in 
most of the DC-DC converter applications, isolated types of inductance 
converters have been developed. The isolated type of buck converter used 
is called forward converter. The isolated type of buck - boost converter 
used is called flyback converter. There is no applied isolated type of 
boost converter. The working principle of isolated converters is exactly 
the same as the non-isolated basic types. The properties of the inductance 
used here and the working conditions with CCM and DCM are also the 
same. Here, the use and properties of the transformer providing insulation 
become important. The magnetizing inductance is fully coupled and can be 
isolated either primary or secondary. The energy of this inductance can be 
transferred. The energy of non-coupled leakage inductances can cause high 
voltage pulses to occur and power elements to fail. The recovery, control or 
suppression of stray inductance energies is very important in these circuits 
(Bodur, 2017). In this section, flyback converter and full-bridge converter 
of isolated DC-DC converters are examined.

1. FLYBACK CONVERTERS IN SOLAR PV APPLICATIONS

The flyback converter is the easiest to design and the one with the 
least elements among the existing isolated converters. The advantages of 
this converter are that it can obtain high output voltage and give more 
than one output (Pressman at al., 2009). Figure 15 shows the solar panel 
application circuit in the PSIM model of the flyback converter. A 22 Volt 
solar panel model is used in the figure. The operation of the converter is 
basically, when the power switch is on, the input voltage is applied to the 
primary winding. Due to the reverse polarity of the secondary winding 
with respect to the primary winding, the diode is reverse polarized and no 
current flows from the secondary. Meanwhile, the capacitor feeds the load. 
When the switch enters the cut, the energy stored in the primary winding is 
transferred to the load through the secondary winding. The output voltage 
is expressed by the following equation, where D is the relative conduction 
time,

( )1 *
Out

in

V D
V D a

=
−

					     (5)
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Figure 15. Flyback converter PSIM model with solar panel application

In Figure 16, the solar panel voltage and the output voltage results 
are given. The input voltage obtained by solar panel is 22 V and and this 
voltage duty cycle (D) was reduced to 11 volts at the output with the control 
made as 50% and Np/Ns is equal to 6. Also, in Figure 17, the output, solar 
and inductance current results are given. The flyback converter operating 
in continuous current mode basically has buck-boost converter features. 
However, due to the electrical isolation between the input and output, 
it is not possible for the output voltage to be reversed. This situation is 
clearly shown in Figure 17. Besides, in Figure 18, the current and voltage 
waveforms of the switch and diode of flyback converter are given. As 
shown in figure, the power switch is exposed to (Vin + a*VOut) voltage and 
the power diode to (Vin/a + VOut) voltage.

Figure 16. The solar and output voltage results of buck converter in solar pv 
application.
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Figure 17. The currents of output, inductance and solar results of flyback 
converter in solar pv application.

Figure 18. The currents and voltages results of switch and diode of buck 
converter in solar pv application.

2. FULL-BRIDGE CONVERTERS IN SOLAR PV 
APPLICATIONS

Full-bridge converters are one of the widely used isolated DC-DC 
converters. In this converter, an output voltage is obtained according to 
the transformer conversion ratio. Unlike the flyback converter, the primary 
and secondary windings of the transformer work simultaneously in this 
converter. Thus, the energy obtained from the primary can be transferred 
to the load through the secondary winding while the power switches are 
in transmission. Figure 19 shows the solar panel application circuit in the 
PSIM model of the boost converter. A 16 Volt solar panel model is used 
in the figure. The output voltage is expressed by the following equation, 
where D is the relative conduction time, 

out S

in P

V N
V N

= 						      (6)
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In Figure 20, the solar panel voltage and the output voltage results 
are given. The input voltage obtained by solar panel is 16 V and and this 
voltage duty cycle (D) was increased to 48 volts at the output when Np/Ns 
is equal to 3. 

V
Vsolar
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IsolarVS

V Pmax
S

T

2200u

S1 S2

S3 S4

31

Vswitches500u

2u

48470u

V
Vout

Figure 19. Full-bridge converter PSIM model with solar panel application

Figure 20. The solar and output voltage results of full-bridge converter in solar 
pv application.

CONCLUSION

In this chapter, the use of the most widely used isolated and non-isolated DC-
DC converters in solar PV applications and the simulation results obtained are 
given and compared. In the chapter, isolated and non-isolated common converter 
topology is mentioned. In the selection of topology to be used in solar cells, 
parameters such as panel characteristics, load characteristics, ease of control, 
volume, reliability and system cost determine the system type. In addition, the 
fact that the necessary components are at low voltage and current increases the 
usefulness. Some properties of the converters analyzed in the section according 
to the data obtained from the simulation results are given in Table 2. Finally, 
when choosing a converter in applications where the voltage is required to be 
increased or decreased in solar panel applications, the appropriate converter can 
be selected by paying attention to the criteria in the table below.
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Table 2. Comparison of Isolated and Non-Isolated DC-DC PWM Converters

DC-DC PWM Converter Used in Solar PV Applications

Subject of 
Comparison

Non-Isolated Converters Isolated Converters

Buck Boost Buck – Boost Flyback Full-bridge

Output 
Voltage Vout

*inV D 1*
1inV

D−
*

1in
DV

D−
*

1
inV D
a D− * S

in
P

NV
N

Input Current
Iin

*outI D 1*
1outI

D−
*

1out
DI

D−
*

1
outI D
a D−

* S
out

P

NI
N

Voltage Value 
to Which 
Power Switch 
are Exposed

inV outV in outV V+ *in outV a V+ outV
a

Feature of 
Operation 
Without Load

Yes No No No No

Output Voltage 
Control Range 0 inV→ _in out maxV V→ ( )_0 out maxV− → _0 out maxV→ _0 out maxV→

Output voltage 
direction Positive Positive Negative Positive Positive
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1.	 Introduction

Sensors are systems that are used for the conversion of any type of 
stimuli into the meaningful electrical signal. Sensors can be fabricated by 
using various materials from metals to semiconductors and from ceramics 
to polymers. Recent requirements and trends in technology opened a 
new area as flexible electronics. Polymers are the common components 
of the flexible electronics because they are flexible, lightweight materials 
with easy processability. They have been used for various applications 
including switches, diodes, conductive adhesives, energy storage systems, 
actuators and sensors in various forms such as homopolymers, blends or 
composites. Since most of the polymers show relatively high resistivity, 
the easiest way to produce flexible electronics with electrical conductivity 
is to incorporate conductive fillers into polymer matrix.  The polymer 
composites that show electrical conductivity with flexibility are referred to 
as “Flexible Conductive Polymer Composites” (FCPCs). Although FCPCs 
can be used for many applications including conducting adhesives, coting, 
electromagnetic interference shielding; they can be used as piezoresistive 
sensors because of their stretchable character and good resilience (Fraden, 
2004; Hatice Aylin Karahan Toprakci, 2012; Hatice A. K. Toprakci & 
Ghosh, 2015; Hatice A. K. Toprakci et al., 2013; Turgut et al., 2018).

OBJECT SENSOR ELECTRICAL 
SIGNAL

INPUT OUTPUT

Figure 1. Basic mechanism of sensors

2.	 Piezoresistive Sensors

Sensors function based on their working mechanisms. The mechanism 
of sensing is not only important for the sensing systems requirements 
but also for the performance of the system. As known, there are various 
sensing mechanisms including capacitive, piezoelectric, chemical, optical, 
inductive and piezoresistive. Piezoresistive sensors are the common type 
of polymer-based sensors. Their mechanism is based on piezoresistance. 
Piezoresistance is basically change in resistance caused by dimensional 
deformation. The deformation can be induced by various factors such as 
applied mechanical force, temperature, humidity, chemical or gas exposure. 
Mechanical stress can be applied in various forms such as bending, strain 
or compression. The most important property for the piezoresistive sensors 
is the electrical conductivity. In the case of polymer based piezoresistive 
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sensors (PBPSs), polymers or polymer composites with semi-conductivity 
or conductivity is required. 

3.	 Polymer Based Piezoresistive Strain Sensors

Sensors can be used to determine many variables including strain, 
pressure, force, concentration, temperature and gas exposure. Strain 
sensors are materials used to determine the applied strain under various 
conditions. Polymer based strain sensors are generally obtained from 
FCPCs. The requirements for a piezoresistive strain sensor can be given as: 
electrical conductivity, flexibility, stretchability, resilience, recoverability, 
durability and dimensional stability. For PBPSs, basically there are 
two basic responds obtained from the PBPSs as positive and negative 
piezoresistance.  As given in Fig. 2, applied strain leads to separation of 
fillers, as a consequence of that, conducting networks start to break-down 
and resistance increases. The increase in resistance as a result of applied 
strain is called “Positive Piezoresistance”. Polymer type, filler type and 
concentration, composite fabrication method, test conditions are the most 
common factors those govern the piezoresistive response. 

Re
sis

ta
nc

e 

Time 

Loading
cycle

Unloading
cycle

Figure 2. Positive piezoresistance

In some cases, as given in Fig. 3 (based on the filler geometry and filler 
concentration), under applied strain, fillers come closer, new conductive 
networks are formed and resistance drops. The decrease in resistance as a 
result of applied strain is called “Negative Pizoresistance”. 
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Figure 3. Negative piezoresistance

Another important concept for the polymer based piezoresistive strain 
sensors is the sensitivity. Sensitivity depends on the change in resistance 
under given strain level. This is expressed by “Gauge Factor” (GF). GF 
of a polymer based piezoresistive composite is defined as the fractional 
change in resistance (ΔR/R0) per unit strain, ε as given in Eq. 1. Higher GF 
value represents the higher sensitivity. 

.................................. Equation (1)

4.	 Thermoplastic Elastomer Based Strain Sensors

Sensitivity is one of the most important performance factors for strain 
sensors. As mentioned above, higher GF represents higher sensitivity. 
When the polymer-based sensors are investigated, the most common 
problems faced with is hysteresis observed during electromechanical 
characterization. This is caused by the mechanical properties of the polymer 
composites. Although flexibility and stretchability are significance for 
PBPSs, recoverability in other words resilience is very critical in terms 
of obtaining repeatable and precise data. As known, under cyclic loading-
unloading process samples deform and resilience shows the recoverability 
of the polymeric system. The polymers with low recoverability/resilience 
show higher hysteresis. On the other hand, polymers with good resilience 
show relatively low hysteresis. Elastomeric polymers are advantageous 
materials in the area of PBPSs. However, elastomers require vulcanization 
that results in harder materials. Another class of elastomers known as 
“Thermo Plastic Elastomers” (TPEs). TPEs are promising materials 



Mukaddes Sevval Cetin, Ozan Toprakci, Hatice Aylin Karahan Toprakci220 .

for PBPSs because of their unique mechanical properties including 
flexibility, stretchability, bendability and high resilience. Since TPEs 
consist of thermoplastic and elastomer domains, they can be processed 
like thermoplastics and they do not require vulcanization. Thermoplastic 
domains function as physical crosslinks that increase the recoverability of 
the system.

In the literature the number of studies related with TPE based 
piezoresistive sensors are limited compared to elastomeric and 
thermoplastic based sensors. In these studies generally TPU (Bilotti et 
al., 2010; Duan et al., 2019; Zheng et al., 2017), poly(styrene-butadiene-
styrene) (SBS) (Bautista-Quijano et al., 2018; Costa et al., 2013; Costa, 
Silva, et al., 2014; Costa, Silvia, et al., 2014; X. Wang et al., 2018), SEBS 
(Gonçalves et al., 2016; Mattmann et al., 2008; Pan et al., 2020; X. Yang 
et al., 2019), were used. The conductive fillers can be classified as carbon 
black (CB) (Clemens et al., 2013; Duan et al., 2019; Zhang et al., 2018), 
carbon nanofibers (CNFs) (Turgut et al., 2018), carbon nanotubes (CNTs) 
(Bilotti et al., 2010; Gonçalves et al., 2016), graphene (Costa et al., 2019; 
Xie et al., 2020), and mixture of various fillers (Pan et al., 2020; Xie et al., 
2020). As can be seen from these studies carbonaceous fillers are dominant 
in this area. This is caused from many factors including high conductivity, 
inert structure and tunable filler geometry. Since all carbonaceous fillers 
have different size, geometry, aspect ratio and conductivity; sensitivity and 
performance of the sensors change.

As reported in the studies various factors (Avilés et al., 2018; Duan et 
al., 2020) were investigated such as filler type (Zheng et al., 2017), filler 
concentration (Duan et al., 2019; Y. Li & Shimizu, 2009; Liu, Li, et al., 
2016; Mattmann et al., 2008; X. Wang et al., 2018), deformation ratio (Liu, 
Li, et al., 2016; X. Wang et al., 2018; Zheng et al., 2017), test speed    (Liu, 
Li, et al., 2016; Turgut et al., 2018), cycle number (Turgut et al., 2018) and 
hysteresis (Liu, Li, et al., 2016; Turgut et al., 2018).      

4.1	Carbon Black Filled Thermoplastic Elastomer Based 
Piezoresistive Strain Sensors

Carbon black is one of the most commonly used carbonaceous material 
for various applications from coloring to reinforcement and antistatic, 
conductive coating applications. CB can be fabricated by various methods 
and various types of CB, (with various physical, mechanical and electrical 
properties), can be found in the market. Generally, highly conducting CBs 
are preferred not only for low percolation value but also for easy processing 
for the conductive composites. Zheng et al. prepared piezoresistive sensors 
based on CB/TPU. Composite films were prepared, morphological, 
electrical and electromechanical properties were investigated. Solvent 
based process was combined with compression molding. CB particles were 
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found to be homogeneously dispersed in the TPU matrix and percolation 
concentration was determined around 1 wt%. Piezoresistive sensing tests 
were carried out under various strain ratios. 8 wt% CB filled TPU composite 
showed a GF of 10.8 under 20% strain. Samples were also tested in terms 
of their bending behavior and sensing performance was found good under 
bending load (Zheng et al., 2017).   

In a study carried out by Duam et al., two types of CB were used with 
TPU matrix. CBs had different surface area values. Composites prepared 
by using CB with higher surface area showed lower percolation value. In 
order to determine the piezoresistive behavior, 10, 12, 15 wt% CB (CB with 
higher surface area) filled composites were prepared. All samples showed 
positive piezoresistance but at 10 wt% CB concentration, sensitivity was 
higher and resistance higher change was observed at relatively lower strain 
level (Duan et al., 2019).

Cochrane et al. fabricated SBS based sensors in two ways; melt mixing 
and solvent casting process. The effect of humidity and temperature on 
the sensing properties of the sensor were investigated. Percolation region 
was determined as 7.3 vol% CB for CB/SBS for both set of samples 
that were melt mixed and CB/SBS-solvent casted. According to the 
conductivity values, it was reported that the composites produced by 
solution casting showed higher conductivity since the particles dispersed 
more homogenously in low viscous polymer solution. 27.6 vol% CB/SBS 
solvent mixed composite was chosen as a sensor. The sensor showed linear 
behavior above 15% strain. It was found that electrical response of the 
sensor was affected from environmental conditions such as humidity and 
temperature (Cochrane et al., 2007). 

Clemens et al. fabricated strain sensor in the form of fiber. Three 
different SEBS, in terms of shore hardness, were used as matrix and 
30-58 wt% CB was added. As given in the study, by applying the strain 
resistance values were reported to decrease. This was assumed to be 
caused by formation of new conductive networks in the polymeric matrix. 
It was reported that SEBS, with the highest hardness value, was chosen 
for further analysis. For this set of samples, above 45 wt% CB, the sensor 
had a stable electrical signal and low relaxation (Clemens et al., 2013). 
Poudel et al. fabricated CB/SEBS sensors via extrusion and supercritical 
fluid (SCF) assisted-extrusion. It was shown that CB particles dispersed 
more homogenously in the composite produced by SCF-assisted extrusion. 
While, the conductive composite structure was observed around 5 wt% 
CB concentration by SCF, without using SCF method, conductive network 
formation was observed around 10 wt% CB concentration. The initial DC 
conductivity values of 10 wt % CB/SEBS composites were almost same 
with/without SCF process. The resistance change of 10 wt% CB/SEBS 
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fabricated with SCF had shown decreasing trend with under 5% strain, 
while without SCF had shown irregular change under the same strain 
because of agglomeration. Gauge factor was calculated under 2% strain for 
5 and 10 wt% CB/SEBS, with SCF, and 10 wt% CB/SEBS, without SCF. 
It was reported that 5 wt% CB/SEBS, with SCF, had the highest sensitivity 
and its gauge factor increased with increasing strain value. The GF values 
under 2 wt% strain were reported as 5 wt% CB/SEBS-SCF, 10 wt% CB/
SEBS-SCF, 10 wt% CB/SEBS 9, 1-2, 0.5-1 respectively (Poudel et al., 
2019).

One of the most comprehensive studies in the area of strain sensors 
was carried out by Mattmann et al. They have fabricated 30, 40 and 50 
wt% CB filled SEBS strain sensors for textile applications. As reported in 
the study, resistance increased for all samples under strain and the highest 
change in resistance was observed for 30 wt% CB filled sample. After 
characterization of sensor fibers, integration on the textile substrate was 
carried out by using a silicone film. 50 wt% CB filled sample was chosen 
for the textile sensor. 20, 40, 60, 80 % strain was applied on the textile 
sensor. In the case of pre-stretching to the desired value, any strain value 
in this range showed the same trend. They also investigated the effect of 
aging and washability on the sensing performance. Sensing properties were 
measured at certain intervals and it was shown that aging and washing did 
not affect the performance of the sensor (Mattmann et al., 2008). 

Melnykowycz et al. fabricated CB/SEBS sensors in the form of 
fibers with various diameters and compared the sensing properties with 
three commercial monofilaments. Cycling tensile tests were performed 
to analyze sensing properties. Samples showed positive piezoresistance. 
When the filaments were compared sample with 0.3 mm diameter showed 
better sensing properties when compared with thicker monofilaments and 
commercial samples.  The filament showed a nearly-linear behavior under 
loading 15-30%  and GF was reported as 18 (Melnykowycz et al., 2014). 

In another study, Melnykowycz et al. studied about the sensor that 
was covered on hand wrinkle and used to measure the hand movements 
and pulse to calculate the blood pressure of the human. A U-shape sensor, 
consisting of 50 wt% CB filled SEBS composite was produced. In order 
to analyze the electromechanical properties, cycling tensile test was 
conducted. The sensor showed a nearly linear positive piezoresistance 
behavior under high strain (up to 50%). GF of the composite was reported 
between 3.5 and 5 at 10 – 50 % strain. After determination of the electro-
mechanical properties, sensor was tested for its motion capturing and pulse 
monitoring capacity. Sensor was found successful in terms of monitoring 
these properties (Melnykowycz et al., 2016). 
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4.2	Carbon Nanofiber Filled Thermoplastic Elastomer Based 
Piezoresistive Strain Sensors

Carbon nanofibers are fibrous nano structures obtained by carbonization 
of electrospun nanofibers or vapor grown deposition. The CNFs obtained 
by vapor grown deposition are referred as “Vapor Grown Carbon Nano 
Fibers” (VGCNFs). VGCNFs consist of graphene layers arranged in 
different forms depending on the processing conditions and catalysts. They 
are electrically conductive fillers with good mechanical properties. (Feng 
et al., 2014; Hatice Aylin Karahan Toprakci, 2012; Hatice A. K. Toprakci et 
al., 2013; Turgut et al., 2018). In the literature there are very limited studies 
in terms of CNF/TPE based strain sensors. In a study carried out by Turgut 
et al., VGCNFs were used for fabrication of SEBS based strain sensors. In 
the study, SEBS gels and neat SEBS were used as matrix materials. For the 
TPE gels, midblock-selective aliphatic oil was mixed with SEBS before the 
addition of VGCNFs. Various nanocomposites were prepared as a function 
of filler ratio from 1-7 wt%. Samples were evaluated in terms of their 
morphological, electrical, mechanical and electromechanical properties. 
For both polymers CNFs were found to be well dispersed in the matrix. 
Neat SEBS based composites showed lower percolation concentration and 
lower volume resistivity when compared with SEBS gels. Both composites 
showed negative piezoresistance but neat SEBS composite showed better 
performance such as low hysteresis and higher stability (Turgut et al., 
2018).

4.3	Carbon Nanotube Filled Thermoplastic Elastomer Based 
Piezoresistive Strain Sensors

Carbon nanotubes are nano materials with a tube morphology. They 
are basically consisting of graphene layers. Because of that, they show high 
conductivity and good mechanical properties. Depending on the number of 
the graphene layers they are classified as single-walled carbon nanotubes 
(SWNTs) or multi-walled carbon nanotubes (MWNTs) (Ajayan et al., 1997; 
Iijima, 1991; Vairavapandian et al., 2008). Zheng et al. fabricated CNT/TPU 
composites that showed piezoresistive behavior. Composite films were 
prepared, morphological, electrical and electromechanical properties were 
investigated. CNTs were found to be homogeneously dispersed in the TPU 
matrix and percolation around 0.28 wt%. Piezoresistive sensing tests were 
carried out under various strain ratios. 4 wt% CNT filled TPU composite 
showed a GF of 6.8 under 20% strain. In cyclic test, samples started to 
sense around 135 % strain. Samples showed good cyclic performance with 
stability and durability. In addition to these, samples were used as bending 
sensors (Zheng et al., 2017).  



Mukaddes Sevval Cetin, Ozan Toprakci, Hatice Aylin Karahan Toprakci224 .

Slobodian et al. fabricated non-woven TPU membrane via 
electrospinning. Filler material, MWCNT, was vacuum filtered on 
the membrane and then compression molded. Electromechanical 
characterization of MWCNT/TPU sensor was performed up to 4% strain 
and seven cycles were analyzed. The sample was deformed under 1.27 
MPa tensile stress and when the stress was removed, relaxation time was 
found 1000s. Sensitivity of the sensor was analyzed between 0-400% 
strains. The sensor showed nearly linear positive piezoresistance behavior 
and resistance change increased with the increasing deformation. GF was 
about 100 under 100% strain, while 69 under 403% strain. It was also 
reported that the sensor could also be used in orthopedics to analyze knee 
movements (Slobodian et al., 2012). 

Bilotti et al. fabricated 2 and 3 wt% MWCNT filled TPU strain sensors 
by extrusion method in the form of fiber. Percolation behavior of the 
composite fibers was analyzed depending on the extrusion die temperature 
(200, 220 and 240°C). The highest conductivity was obtained for 3 wt% 
MWCNT/TPU composite extruded at 240 °C. In order to characterize the 
electromechanical properties, the samples were deformed up to 50% strain. 
At lower temperatures, resistivity increased. Cyclic test was performed 
with the maximum strain of 10%. The highest sensitivity was obtained 
for the sensor fabricated at lower extrusion die temperature. According to 
electromechanical data, samples showed negative piezoresistance at the 
beginning and at higher levels behavior turned into positive piezoresistance. 
The highest sensitivity was observed for the sensor that was extruded at 
200 °C (Bilotti et al., 2010).

Costa et al. fabricated 4, 6, 8 and 10 wt% MWCNT filled SBS 
composites via extrusion. Different butadiene/styrene content of SBS 
was used in the study and effect of block ratio on the morphological, 
thermal, mechanical and electromechanical properties were investigated. 
Percolation region was determined between 3-4 wt% MWCNT for SBS, 
with higher ratio of elastomeric content. For the other SBS with lower 
elastomeric block ratio, the percolation was determined higher than 4wt% 
filler loading. In order to analyze sensing performance under strain 1-5% 
with 1 mm/min test speed, 8 and 10 wt% MWCNT filled composites were 
chosen for both SBS. Composites showed positive piezoresistance.  It was 
shown that 8 wt% MWCNT/SBS (near percolation threshold) had higher 
sensitivity for both polymers, compared to 10 wt% filler content. The 
highest GF was 16 for 8 wt% MWCNT filled composite, consisted of lower 
elastomeric ratio matrix, under 5% strain. 8 wt% MWCNT/SBS showed 
highest sensitivity under 20% strain with the test speed of 50 mm/min. 
When pre-stress applied on the 8 wt% MWCNT/SBS, lower elastomeric 
content, it was reported that the sensitivity of the sensor increased (Costa, 
Silvia, et al., 2014). 
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In another study, Costa et al. fabricated strain sensors by using four 
different SBS matrix with four different morphology (styrene/butadiene 
(S/B) content; 20/80, 30/70, 30/70, 40/60) with two different structures 
(linear/radial) of SBS. MWCNT, SWCNT, and their functionalized forms 
(non-covalent functionalized (NCF), and covalent functionalized (CF)) 
were used and filler ratio was between 0-8 wt%. Percolation behavior 
was investigated for SBS with the S/B ratio of 40/60 and linear structure. 
For pristine CNT, percolation region was around 1wt%, on the other hand 
percolation value was obtained 0.5 wt% MWCNT/SBS. GF was analyzed 
under 1 to 5% strain with a test speed of 1 mm/min. pristine 1 wt% 
MWCNT showed a highest sensitivity under 5% strain, about GF 8 (Costa, 
Silva, et al., 2014). 

Costa et al. fabricated composites filled with 0-8 wt% MWCNT with 
four different block sizes and two different structures of SBS. Percolation 
region was determined around 1 wt% filler content for all types of SBS. 
Electromechanical behavior was analyzed under uniaxial stress for 4 
wt% MWCNT/SBS with S/B ratio of 30/70 and radial structure. It was 
shown that the curves of resistance change and deformation were nearly 
overlapped for 10 loading-unloading cycles. GF was calculated for all SBS 
types under 5-20% level of strain. The highest sensitivity, (GF around 18), 
was obtained for SBS, lowest butadiene ratio with linear structure under 
20% strain. Pre-stress effect on the GF was analyzed for SBS with S/B 
40/60 morphology. This sample showed the highest GF and it was reported 
that applying pre-stress increased the sensitivity of the sensor.  GF change 
depending on the test speed was also investigated for 4 wt% MWCNT/SBS, 
S/B of 40/60. Highest sensitivity (GF around 70) was obtained under 5% 
strain with 20 mm/min test speed. 4-point bending test with a deformation 
rate of 0.1 mm/min was also performed to analyze the electromechanical 
properties of 4 wt% MWCNT/SBS, for the polymer with S/B ratio of 30/70 
and radial structure. It was shown that change in electrical resistance and 
deformation curves did not overlap. Highest sensitivity (GF ~100) under 
bending strain between 0.2-0.3% was obtained SBS, S/B ratio of 20/80 and 
radial structure. Higher GF (~122) was obtained with 5 mm/min test speed 
for the same SBS (Costa et al., 2013). 

Gonçalves et al. fabricated 0, 0.5, 1, 2, 4, and 5 wt% filled MWCNT/
SEBS sensor for biomedical applications. In contrast to general approach, 
they followed ecological approach and instead of toluene, cyclopentyl 
methyl ether (CPME) was used as a green solvent. Composite films were 
prepared by solvent casting method. Percolation region was determined 
between 1-2 wt% filler content. In order to analyze sensing properties of 
the sensor, 2, 4 and 5 wt% MWCNT/SEBS composites were chosen. Strain 
was increased up to 80% and test speed was adjusted to 1 mm/min. 10 cycles 
were analyzed under 2 and 40% strain for 5 wt% MWCNT. It was reported 
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that resistance decreased when the deformation rate was decreased. Electro-
mechanical test was carried out for 500 cycles for 5 wt% MWCNT/SEBS 
strain sensor and it was shown that electrical resistance stabilized after 
60 cycles. Gauge factor of 2, 4 and 5 wt% MWCNT/SEBS sensor varied 
between 1.3 and 2.7. GF of 5 wt% of filler content decreased from 2.5 to 
2 with the increasing strain from 2 to 10%. In terms of GF, 2 and 4wt% 
MWCNT/SEBS sensors showed the same trend under increasing strain. 
Sensitivity of these sensor increased up to 5% strain and then, GF started 
to decrease after 5% strain. Sensitivity of 5 wt% filler loading sensor was 
analyzed at larger deformations (up to 80%). GF increased when strain 
was increased from 20% to 40% and then, sensitivity remained nearly 
same up to 80%. The GF value under 80% strain was lower compared 
with GF under 2% strain. The sensitivity of the sensor was also compared 
depending on the printing technique. Printed sensors were found suitable 
for applications from low to high strains (Gonçalves et al., 2016).

In another study about printed sensors was performed by Castro et 
al. In the study, Wheatstone bridge circuit with one or two embedded 
sensors were prepared. The conductive ink, 5 wt% MWCNT/SEBS, was 
deposited on the electrodes via screen printing, spray printing and drop 
casting method. Thickness of the screen printed-MWCNT/SEBS layer had 
lower than other techniques and it showed higher and broader resistance 
value. Resistivity of the screen-printed sensor depended on the width over 
length (W/L) channel ratio of Wheatstone bridge. For electromechanical 
analysis, screen-printed sensor with W/L 170 was chosen. It was reported 
that Wheatstone bridge circuit with two sensors performed better and 
stable response was obtained after about 60 cycles under 5% strain for 500 
cycles (Castro et al., 2018).

Li and Shimizu designed a strain sensor by using multi wall carbon 
nanotubes (MWCNTs) and SEBS. The composites were obtained at 
various filler loadings from 1.25 to 15 wt%. Percolation concentration was 
reported between 1.25-2.5 wt% concentrations. Samples with 5 and 15 
wt% MWCNT filled composites were evaluated. While the sample with 5 
wt% MWCNT showed the resistance value around 106 ohm under 300 % 
strain; 15 wt% MWCNT showed the resistance value around 104-105 ohm. 
This is an indication of filler concentration effect on sensor sensitivity. In 
the case of higher conductivity, more saturated network was formed and 
even if same level of strain was applied, breakdown of the conducting 
network could not be achieved as in lower filler concentrations. Although 
effect of filler ratio was investigated, the dynamic cyclic tests were not 
given in the study (Y. Li & Shimizu, 2009).
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4.4	Graphene Filled Thermoplastic Elastomer Based Piezoresistive 
Strain Sensors

Graphene is another nano filler used for the fabrication of piezoresistive 
strain sensors. Graphite is one of the oldest conductive fillers used in 
polymer science. It has a crystalline and layered structure. Each layer in 
graphite is referred as graphene. When evaluated from this aspect graphite 
can be defined as a planar, layered, crystal structure consists of graphene 
layers. It is electrically and thermally conductive filler (Chung, 2002; Tanzi 
et al., 2019). Each layer in graphite is called as graphene (Chung, 2002; 
Gómez-Navarro et al., 2010; Tanzi et al., 2019; G. Yang et al., 2018). 
Graphene has superior properties such as optical, mechanical, electrical 
and thermal. It became one of the most investigated fillers in the area of 
material science. Although there are many techniques for its fabrication, 
chemical vapor deposition (CVD) and graphene synthesis from graphite 
are the most common methods. While first method leads to fabrication 
of graphene, the structure obtained by the second method is referred as 
“Reduced Graphene Oxide” (rGO) that is obtained by a chemical route 
based on the reduction of graphene oxide (Gómez-Navarro et al., 2010; G. 
Yang et al., 2018).  

Liu et al., fabricated graphene (GNP) filled TPU composites. 
Percolation value was reported to be between 0.1-015 wt%. Samples with 
0.2, 0.4 and 0.6 wt% graphene were tested up to 5% strain. Although all 
three samples showed positive piezoresistance, sample with the lowest 
filler ratio (0.2 wt% graphene) showed the highest sensitivity. Because of 
that, same sample was further analyzed under 5, 10, 20 % strain. It was 
found that at higher level of strain, change in resistance increased. In the 
next step samples were analyzed at 30% strain at various test speeds such 
as 0.1, 0.3, 05 mm min-1. At higher speeds sample could not find enough 
time to recover and higher level of hysteresis was observed (Liu, Li, et al., 
2016).

In addition to films, 3D printed piezoresistive sensors were fabricated. 
In the study carried out by Xiang et al., in the first step 3D printable filaments 
were fabricated and sensors were printed. Percolation concentration 
was 1.67 wt% for GNP/TPU composites. For the electromechanical 
characterization, 2 wt% GNP/TPU sample was used. The composite 
showed positive piezoresistance under various levels of strain from 5-50 
%. By increasing the strain level, GF value of the composite increased. At 
30% strain GF was reported as 67.31 (Xiang et al., 2020).

Wang et al., fabricated GNP/SBS nanocomposite fibers by wet-spinning 
method and evaluated the sensing performance of the nanocomposites. 
Percolation concentration was determined as 2.7 wt%. 3, 5, and 7 wt% 
GNP/SBS composites were analyzed in terms of their piezoresistive 
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character. All 3 samples showed positive piezoresistance and 3 wt% GNP 
filled composite showed the highest sensitivity. This sensor was further 
tested under various strain levels (5, 10, 25, 50, 100 %) at various strain 
rates (50, 200, 500 % min-1). GF increased by the increase in strain % and 
lower strain rates resulted in higher GF. For this sample strain range was 
determined more than 110 % and GF values were reported as 160 and 2546 
for 50% and 100% strain respectively (X. Wang et al., 2018).

Costa et al., fabricated SEBS nanocomposites using various types of 
fillers such as graphene oxide (GO), reduced graphene oxide (rGO), and 
graphene nanoplatelets (G-NPLs). In the study percolation behavior of the 
samples were analyzed. rGO filled samples showed the lowest percolation 
value around 2 wt%. Electromechanical characterization of 4 wt% rGO 
filled samples was performed. That sample showed positive piezoresistivity 
and GF was reported between 10-90 depending on the strain level (1-10 %) 
(Costa et al., 2019).

4.5	Thermoplastic Elastomer Based Piezoresistive Strain Sensors 
with Mixture of Different Fillers or Modified Fillers

In addition to binary composite systems with one filler and one matrix, 
hybrid fillers and modified fillers were also reported in the literature. The 
main aim of these studies was to increase the sensing performance of 
the composite systems. In one of these studies, Zhang et al. used TPU 
as a matrix and carbon black and silver nanoparticles (AgNPs) were 
filler materials. Fabrication of CB/AgNPs/TPU composite was involved 
modification of CB, deposition of AgNPs, mixing CB/AgNPs with TPU 
solution and casting methods. CB/AgNPs mass fraction changed between 
2- 50 wt%. Percolation concentration was reported as 20 wt% (0.06 S/m). 
It was reported that the sensitivity of the sensor increased with the addition 
of AgNPs and GF was reported as 21.12 at 100 % strain (Zhang et al., 
2018).

Slobodian et al. investigated the piezoresistance of MWCNT/TPU 
strain sensor based on the functionalization method of the MWCNTs. 
Pristine, KMnO4 oxidized and O2 plasma treated carbon nanotubes were used 
in the study. Non-woven TPU filter membrane and MWCNT network were 
fabricated by electrospinning process and vacuum filtration, respectively 
and then, meld welded. Obtained structure involved three layers; electrically 
insulating layer (TPU), conductive interlayer (MWCNT/TPU) and second 
conductive layer (MWCNT). Electro-mechanical behavior was analyzed 
for pristine and KMnO4 functionalized MWCNT/TPU sensors. Resistance 
change was 36% and 438% for MWCNT-N(KMnO4)/TPU and MWCNT-N/
TPU respectively. Sensitivity of the sensors was calculated between 0-12% 
strain. It was shown that MWCNT-N(KMnO4)/TPU had the highest sensitivity 
and showed a linear increasing trend with increasing deformation. The other 
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sensors had low GF values and showed similar trend under all strain levels. 
Cycling test was performed for the KMnO4 functionalized filler containing 
composite, and sensor showed a stabile trend under strain between 2 and 
7.9% (Slobodian et al., 2013).

Liu et al. fabricated hybrid graphene/CNT/TPU composites. In the 
first case in order to compare the hybrid composites, they have prepared 
CNT/TPU and graphene/TPU composites. These composites were 
prepared between 0.4-1.2 wt% filler loading. For the graphene/CNT/TPU 
composites, CNT ratio was determined as 0.5 wt% and the amount of 
graphene was varied between 0-0.12 wt%. Percolation values of graphene/
TPU set was reported as 0.051 vol%. CNT/TPU set showed percolation 
concentration around 0.337 vol%, graphene/CNT/TPU composites 
0.01 vol%.  Although percolation concentration was lower for hybrid 
composites, CNT/TPU composites showed higher GF during electro-
mechanical tests. Graphene/CNT/TPU composites 0.01 vol%. Graphene/
CNT/TPU composites showed GF values 3.58, 12.89 and 35.78 under 5, 
15, 30 % (Liu, Gao, et al., 2016).

In addition to composite films, 3D printing was also used for the 
preparation of piezoresistive strain sensors with graphene nanoplates 
and CNTs. In the first step, fillers were mixed and incorporated into 
polymeric matrix. Following that filaments were fabricated by using an 
extruder. Percolation concentration changed from 1.98 to 1.42 wt% and 
the conductivity of GNP/CNT/TPU composites were relatively higher. 
GF under 250% strain was reported as 136327.4. In addition to that, the 
monitoring performance of the 3D printed sensor was shown for limb 
motions, physiological activities, speech recognition (Xiang et al., 2020).  

Another interesting study with hybrid fillers were carried out by Xie 
et al. In the study, CNT/rGO mixture was spray coated on the TPU film 
and this structure rolled-up. The final morphology was a spirally layered 
composite yarn. GF was reported as 2160.4. Since yarn sensor showed a 
wide range of applicable strain, it was used from pronunciation to knee 
bending monitoring (Xie et al., 2020).

Yang et al. developed strain sensors based on CNT/CB/SEBS 
composites. They have prepared CNT/SEBS, CB/SEBS and CNT/CB/
SEBS composites. CNT:CB ratios were determined as 1:0, 1-1, 1:2, 1:3. 
CNT/SEBS and CB/SEBS composites showed percolation concentration 
2.07 and 5.22 wt% respectively. Since CNTs had higher aspect ratio, 
conductive network formation was obtained at lower values. CNT:CB 1:3 
showed the lowest percolation concentration around 1 wt%. In order to 
determine the piezoresistive behavior of the hybrid composites, CNT:CB 
1:1 and 1:2 samples were chosen and total filler concentration was 6 wt%.  
Samples were tested under 5 and 10% strain. GF of the samples were 
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reported to be between 2-10, depending on the strain level, filler ratio and 
concentration (X. Yang et al., 2019).

In addition to two different fillers, a ternary hybrid SEBS based 
nanocomposite was prepared by using carbon nanotubes, graphene, and 
fullerene. Pan et al., developed CNT/SEBS, CNT/graphene/SEBS and 
CNT/graphene/fullerene-based sensors. In the first part, the maximum 
strain level and related GF were determined for all samples. Although 
GF for ternary hybrid was lowest (15) when compared others maximum 
strain level (200%) was higher than the others.  After that, cyclic tests 
were carried out under 60 and 100% levels at 2, 4, 6 mm/s. Stable, positive 
piezoresistance was observed under given conditions. Although, by 
increasing the strain level GF increased, lower speed led to more stable 
piezorsistance. In addition to these, ternary hybrid sensor was used for 
monitoring human movements at various strain levels. As reported, it can 
be used for lower and higher strain sensing applications (Pan et al., 2020).

Simon et al. fabricated a piezoresistive strain sensor for civil engineering 
applications. After fabrication of CB/SEBS composite, it was mixed with 
cement and plasticizer. The samples classified as only CB-cement-water-
containing and CB/SEBS-cement-water containing. Percolation was 
determined between 0.82-2.37 vol% for CB-cement composites. With the 
addition of SEBS, percolation was observed at lower values, 0.61-0.82 
vol%. In order to investigate the sensing properties, eight samples were 
chosen with/without SEBS. The samples with SEBS showed a noise and 
non-linearity, compared with CB-cement containing samples and reported 
that it was related to the nonhomogenous filler dispersion in matrix. GF of 
samples with/without SEBS was around 1.3 (Simon et al., 2015).

4.6	Thermoplastic Elastomer Based Piezoresistive Strain Sensors 
those Fabricated by Using Different Polymers

In addition to single polymer matrix-based strain sensors, composites 
that consisted of more than one polymer were also reported in the literature. 
In one of these studies, bicomponent yarn was fabricated by integrating 
graphene/poly(vinyl alcohol) composites as the conductive sheath around 
TPU elastic core yarn. The yarns with the 0.8 and 1 wt% graphene showed 
positive piezoresistance with GF 28.48 and 86.86 respectively (X. Li et 
al., 2017). In another study, SBS was blended with 15 wt% CB filled TPU 
and filamments were extruded. Positive piezoresistance was observed and 
linear response was obtained up to 35% strain. Meaningful signal was 
obtained up to 50% and GF was reported as 26 (Bautista-Quijano et al., 
2018).

In another study, Wang et al. fabricated CB/SBS conductive ink, and 
it was printed on PDMS surface. On this layer, silver or carbon paste was 
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coated in order to obtain brittle-stretchable strain sensor. The printed strain 
sensor had shown superior properties such as high GF>870, low hysteresis, 
high cyclic durability thanks to brittle-stretchable conductive network  (Y.-
F. Wang et al., 2020). 

5.	 Conclusions

This review study provides detailed overview about the basic concepts 
of TPEs, conductive polymer composites, piezoresistive sensors and TPE 
based piezoresistive strain sensors. Strain sensors can be in various forms 
including films, nonwovens, fibers obtained by solution, melt processing 
or 3D printing. TPU, SBS and SEBS are the most common TPEs; CB, 
CNFs, CNTs, GNP and rGO are the significant conductive fillers used for 
the fabrication of piezoresistive sensors. TPE based strain sensors have 
potential in various areas including structural health monitoring to human 
motion monitoring. TPE based conductive composites are promising 
materials for piezoresistive strain sensors because of their high resilience, 
lightweight structure and high GF. Their structure can be tuned based on 
the polymer type, polymer morphology, filler type, filler content and testing 
conditions. In order to achieve the most sensitive and repeatable response, 
all these factors should be taken into consideration. 
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Introduction

Fermentation of traditional foods, as a hurdle technology is an 
important advantage in terms of food quality. These include preservation 
and decontamination of toxins in which food has. The expectations of 
modern consumers must not meet only food safety but also the nutritional 
and flavour visions of the products. Training of communities as regards 
advantages of consuming fermented food is as important as health education. 
The fermentation technology must be developed to providing to increase 
safety and ease of application in rural area where has poor resource. Growth 
of development area of starter cultures and their methods will provide 
benefits that African people has got fermented foods and beverages during 
their daily activities and cultural ceremonies. Genetically modified foods 
are profitable on the environment as well as causes real noxious effects. 
But everybody uses genetically modified foods in some way with some 
reasons a live. It is more preferable because it is used to meet the world’s 
largest population with healthy and nutritious food, so it dominates the 
harmful effects and is used all over the world in addition affects people 
more beneficial than their harms, so They try to create more genetically 
modified foods to increase the desired properties in food using a gene 
replacement mechanism. There are several laws that allow safe and healthy 
use of genetically modified foods and limit the harmful impact on the stage. 
In an term of rise awareness of the effect of human activities all around and 
human healthy, people of science take insipiration from organisms like 
bacteriocins and bacteriophages, the side of their antimicrobial activity 
shown take advantage in food and health areas. The search on these 
between antimicrobials will advantage definitely. Bacteriocins’ activities 
( or bacteriocin producing), they are organizers of complicated bacterial 
populations, ought to know governing rules (about biological) of the 
interactions between phages and their hosts. Thus, bacterial resistance and 
microbial community factors must be analyzed with care. Nonetheless, the 
activity bacteriophages and phage lytic proteins in food biopreservation 
ought to profit bacteriocin inverstigate so that develop their effect in 
food setting and be inclusive of multi hurdle approaches. Nevertheless, 
just after this beginning era based on the exciting datas, another hurdles, 
like regulatory issues must be overcome previous to reach consumers. 
In high titrations with solid state fermentation milk coagulating enzyme 
from both Mucor thermohyalospora and Rhizopus azygosporus has been 
implemented. In our knowledge, milk from these fungi is the first report 
of clotting enzymes. The manufacturing of the non cell milk clotting 
enzyme was optimized with a single-factor approach using cost-effective 
agricultural industrial by products. Matching milk clotting enzymes (with 
minimal downward flow processing) with calf rennet and Mucor rennet has 
shown that these enzymes may develop in possible situations. Some extra 
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characterization of the enzyme, application on a bigger scale and work on 
the quality of roduced cheese can give an idea for commercial eligibility.

Traditional fermentation is one of food process methods that is used 
microorganisms like Lactic Acid Bacteria (LAB). The bacteria need 
substrate for their growth. The substrate is obtained from food. This is one 
of the ancient methods to preserve foods. It became part of the cultural and 
traditional norms among the local community with developing countries 
like Africa, over the years. The rural folk prefer to consume fermented 
foods rather than consume unfermented foods because they have more 
pleasant taste, colour and texture. Thanks to this popularity, fermented 
foods became one of the main dietary for the developing countries [1-
3]. There are different types of food fermentation according to the major 
products of the fermentation process. They are alcoholic fermentation,  
lactic acid (non-alcoholic) fermentation,  acetic acid fermentation, alkaline 
fermentation and amino acid/peptide sauce fermentations [4-6]. The pH 
of ferment must be lower than 5 as long as lactic acid is the main product 
of the fermentation process[7]. The main subject of the article is LAB 
fermentation. Some of the foods processed with fermentation technology 
are beverages, dairy products, cereals and meat products [8-9].

Genetically modified organisms (GMOs) are modified by changing 
the genetic materials which have not in natural habitat and genetically 
modified foods are developped for plants and animals by adding genes of 
desired properties to DNA that is an organism [10]. GMOs have some fields 
of application such as production of pharmaceutical drugs, experimental 
medicine, biological and medical research, and agricultural field. The area 
both provides supply of variety foods and improves the quality of foods 
thanks to genetic modification methods [11-13]. This area’s advantages are 
combining the genes of desired properties with DNA of plant tor DNA of 
animal, being resistance to diseases, increasing shelf life of foods. There 
are some disadvantages about production of genetically modified foods. 
These foods cause many cronic diseases related to high expression of used 
genes in which genetically modified organisms [14].

  Lysine industry is the first and most successful biotechnology sector 
on the world,  built on scientific researches and experienced rapid growth 
and changes in market organization. Patents and production confidentiality 
restricted the number of companies with three food manufacturers.Seven 
new companies have entered the lysine sector after 1990.When technological 
barriers grew, vertical integration backwards into starch manufacturing and 
firm-specific assets in the marketing of bulk animal feed materials gave 
advantages to experienced agricultural companies.Five companies continue 
to dominate global production, despite of vendors.Global price fixing has 
been documented in at least three parts of the lysine market, and current 
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levels of concentration become highly viable in future cartel formation 
[15]. The few social benefits of the discovered cartels is the huge amount 
of industry information released by their prosecution that would otherwise 
be fully registered.Five companies which made the 1992 - 1995 lysine 
cartel were charged, and in 1996 admitted the crime of price fixing in the 
U.S. federal court.The three top executives of the cartel’s chief perpetrators 
were tried in 1998 and found guilty.These criminal acts and numerous 
civil litigation proceedings revealed most of the quantitative information 
that underpins this study [15]. The evolution of the lysine industry may 
be of broader significance to understand the change of cross-industry 
boundaries.The lysine industry has created an entirely new product market 
in the field of animal feed, lysine is a series of biotechnology products 
that in many cases replace manufacturers of many organic chemicals based 
on old chemical synthesis methods for production technologies.Paint and 
drug production 19. Thus, lysine and similar fermentation products have 
the potential for more dispersed geographical production models than the 
industry they are replacing. As a result, more diffuse ownership patterns 
are likely to appear in the biotechnology industry [15].

Bacteriocins and bacteriophages have a common biological result; 
both of them have strong and aim antimicrobial role. Bacteriocins cover 
a huge structurally and skilly varied group coping genes of antimicrobial 
peptides (AMPs) and proteins synthesised by bacteria. Bacteriocins, 
that in gram positive bacteria group mostly distruption of cell envelope 
functions by the puncturing of the cell membrane or inhibition of the cell 
membrane syntheses [16-17], when colicins and colicin like bacteriocins 
synthesised by gram negative bacteria generally the aim intracellular area 
[18]. Bacteriophage is a virus which infects a bacterium. Bacteriophages 
transcribe within the cell and their own genetic material sent with 
lysis of the host bacterial during a lytic cycle. Because of the fact that 
bacteriophages have been known as an essential risk in food fermentation 
that starter bacteria acted. Bactericins and bacteriophages can be evaluated 
as encouraging biological means to decrease the effect of food production 
all around, to increase the activity gut flora for human healthy and to 
reduce the occurrence and distrubition of MDR (Multi Drug Resistant) 
bacteria, its source is connected with agro food circle unquestionably 
[19-20]. Furthermore their conventional function for food preservation 
to scope the shelf life of food and decrease the consume of chemical 
additives, bacteriocin investigate allow for an alteration in the direction 
of health-promoting activities. Besides bacteriophages gain acceleration 
as antimicrobial to decrease food borne outbreak likewise to cease the rise 
and dissemination of multi drug resistant zoonotic bacteria through the 
food chain. Nowadays, the most examples about for food biotechnology 
are procure in the rewiew [17].
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Proteases that are a group of enzymes act a importat mission as 
physiological and pathological functions in cells. Proteolytic enzymes 
are used in leather industry, detergent industry, harmaceutical and the 
most important food industry. Proteases’ role to coagulate proteins, more 
particularly cazein (milk proteins), is noteworthy. This situation is the 
main cause for these enzymes high demand in the food industry and other 
industry [21,22]. 

The global cheese industry is forecast reach $124 billion as a 
cumulative annual growth rate of 7.3% from 2013 to 2019 [23]. Cheese 
is occured after processing and coagulated milk. But the basic procedure 
has led the diversity in cheese production by source of milk, processing 
of milk, cheese ripening, taste, texture and the source and milk clotting 
enzyme used like rennet enzyme [24,25]. Milk clotting enzyme can be 
produced from four essential source. These are from animal as calf rennet, 
from plant like vegetable rennet, from genetically engineered chymosin, 
and from Mucor rennet as microbial sources [25,26]. 

Calf rennet do not only provide the coagulate casein but also 
cleave  from κ-casein  at  the Phe  105  -Met  106  position for obtaining para- 
κ casein and glycomacropeptide [27,28]. While maximum curd yield 
obtain with specific cleavage results, the recently available vegetable and 
microbial rennets are nonspecific. During cheese production non specific 
hydrolysis in low yields can turn into bitter peptides and off tastes during 
cheese ripening [26,29]. 

Worldwide, demand for cheese is predicted to reach 20 million 
metric tons by 2020 [24]. Shortage of calf veals, opposition to genetically 
engineered chymosin, resistance from animal rights groups, also choice 
of many varieties for cheese prepared from vegetable or microbial rennet, 
have driven the search for sustainable and viable sources for milk clotting 
enzymes from practically every class of living organism [26,28]. 

Microorganisms, specially fungi, have attracted attention recently, 
as potential source of a wide array of proteases, including milk clotting 
enzymes [30]. Fungi can improve in low costs and release a significant 
amount of enzymes, which can slow down the flow again. In addition, the 
ability to stay active in a wide variety of fungal protissis and temperature 
has made them particularly interesting [30,31]. A significant amount of 
work has been done recently to understand the biochemical engineering 
looks of solid state fermentation (SSF) and the nature of microorganisms 
that are most suitable for SSF [31,32]. For this reason, in our research to 
find milk clotting enzymes, which may be a suitable alternative to calf 
rennet, they scanned 15 fungi, which are GRAS (generally considered safe) 
fungi with solid state fermentation using agricultural industrial byproducts. 
Optimum temperature, pH and extraction conditions were ordinaried. The 
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conformity of enzyme preparations has been studied by comparing the 
yield of curd and whey and commercially usable animal feed and microbial 
rennet [32].

Encapsulation processes were developed about 30 years ago. This 
includes an overlay or a pure material or mixture overlay within another 
material. Coated or stuck material can usually be a liquid, but a solid or 
gas. This material is also known as core material, active, filler, internal 
phase or charge. Coating material can also be called capsule, wall material, 
membrane, carrier or shell. The purpose of encapsulation is to allow small 
molecules to enter and exit the membrane and protect its contents from 
potentially destructive media. Natural examples include bird’s egg shells, 
plant seeds, bacterial spores, skin, and shells [33].

The first versions of the microcapsules were impermeable and often 
mechanically disintegrated to activate the internal components. Examples 
include the controlled release of flavors and flavors, perfumes, drugs, 
detoxicants, fertilizers and precursors in textile and printing [33-34]. 
Enzymes, plants, animal salads or microbial cells can be encapsulated to 
allow substrates to enter the membrane and products. This concept has 
been effective in the development of artificial kidneys, as its detoxifying 
enzymes can be placed in semipermeable membranes [36] and perform 
kidney function. Nylon membranes have been used by Desoize [35] to 
encapsulate enzymes such as casein and pepsin and provide crosslinking. 
Examples of enzyme encapsulation are pectin esterase and juice disclosure, 
invertase and sucrose inversion, rennet and milk coagulation [37].

Lactic acid bacteria, an important bacteria used in industry, were 
first immobilized in Berl saddles and Lactobacillus lactis in 1975 and 
alginate gel beads were encapsulated years later [38]. Seiss and Divies [34] 
suggested that immobilized lactic acid bacteria can be used to continuously 
produce yogurt. However, L. lactis susp cremoris alginate beads. leaked a 
large amount of cells. Other membranes, such as poly-L-lysine, nylon, and 
polyethylene, have recently been attempted to coat alginate beads [39]. 
But have not shown any improvement in lactic acid production compared 
to free cells [33, 39].

The encapsulation diameter contains about 5 to 300 micron capsules, 
including various substances [37]. Capsule sugars, gums, proteins, natural 
and modified polysaccharides, lipids and synthetic polymers can be made. 
The advantages of encapsulation include improved flow properties and 
easier handling because they are solid rather than liquid. The stability of 
the encapsulated material can be improved by protecting it from moisture 
or heat [33].
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This technique has been used for many years in the pharmaceutical 
industry for time release, improved stability of formulations and flavor 
masking. Prescription drugs, over-the-counter drugs, vitamins and minerals 
have been encapsulated. Therefore, these applications will be useful in the 
food industry, among others [33].

  As the technique was considered to be very expensive and highly 
specific, applications became increasingly slower. However, the number 
of encapsulated food products has increased significantly as production 
volumes have increased and more cost-effective preparation techniques and 
ingredients have been developed. Microcapsules can increase nutrition, as 
large storage of many products can add vitamins, minerals, and proteins 
that are sensitive to oxidation, resulting in loss of nutritional value [33].

Conclusion 

Thirty years, the world’s lysine sector will consist of two or three 
producers in East Asia, where marketplaces are protected by technological 
entry barriers. When Ajinomoto began to perform dextrose lysis using 
high-tech fermentation techniques in 1960, he also had fifty years of 
experience producing the world’s first commercially important amino 
acid (monosodium glutamate). Kyowa Hakko, which started commercial 
production almost the same year, used a slightly different fermentation 
process in its design that uses the sac char as raw material. Both Japanese 
companies were heavily dependent on basic research on foodstuffs and 
pharmaceuticals, and received major R&D subsidies from the Japanese 
government targeted by the Ministry of International Trade and Industry. 
Biotechnology as a major recipient of positive subsidies. Both companies 
continue to hold the majority patents, but global shares have dropped 
about 35 percent overall [15]. The first leaders of the Lysine industry have 
been seized by the new generation companies with various competitive 
advantages in the modern market for Lysine. The most successful entrants 
are commodity-oriented agricultural sector companies with experience in 
starch production. The three most successful participants are eligible for 
this recognition: South Korea Sewon (entered in 1980), Archer-Daniels-
Midland Co (1991) and Cargill Corporation (1998). These companies are 
now 90 percent of world lysine production of corn, soybeans and other 
feed ingredients. They have a history of selling to their consumers - animal 
feed manufacturers. Japanese pioneers aimed at selling food grade or 
pharmaceutical grade materials for most of their product lines, and thus had 
separate sales operations for their feed grade amino acids. Newcomers to 
the lysine industry also enjoyed economies in lysine production thanks to 
vertical integration with resources on the carbohydrate raw materials site. 
The final processing plants of the new Cargill and ADM lysine were built 
adjacent to the pipeline and maize wet milling plants that provide liquid 
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dextrose. These large corn refineries maize processing, milling and first 
stage fermentation equipment require large sunk investment costs. The first 
two plants built in Japan had to import relatively expensive dry dextrose or 
molasses from fairly remote sources. Most of the other facilities owned by 
Ajinomoto and Kyowa Hakko operate under the same cost disadvantages 
caused by the inability to return to raw material production [15].  In the 
second stage, costs of fermentation immersed discosor or sucrose into the 
lysine do not appear to exist. Evidence has emerged that fermenters built 
to make lysine can be used to produce other amino acids soon. Cheil plant 
of Indonesia is possible fermentors ethanol both lysine and MSG. ADM’s 
Illinois plant (heavy demand in winter as a gasoline additive) makes it 
dedicated to making other uses in the summer [15]. Privacy and patent 
protection for lysine production is now a block that it was a decade or two 
years ago in the 1990s. While Japanese pioneers still hold the patent of the 
highest-yielding strains of lysine-producing microbes, other biotechnology 
companies are ready to license these technologies to newcomers. German 
companies with the necessary scientific skills are willing to establish 
joint ventures for the production of lysine. The leading lysine producers 
are growing lysine plants in similar East Asian economies, which are 
increasingly offering high levels of protection for China, Vietnam, 
Thailand and western intellectual property. These sites also offer very low 
production costs, due to cheap local sources of fermentable carbohydrates 
(sweet potato, molasses and tapioca starch, for example) and low plant 
construction costs [15]. The evolution of the lysine industry is illustrative 
of a broader trend: the invasion of the organic or “fine” chemical industry 
by the starch industry. The traditional organic chemicals industry produces 
relatively high-value chemicals using extraction or chemical synthesis. 
With more than $ 100 billion in sales in the United States, this industry 
tends to have only two or three domestic suppliers for a small number 
of chemicals and overseas suppliers (USITC 1996). The average total 
cost of lysine produced by fermentation is only 15-25 percent of the cost 
of lysine produced by extracting it from vegetable matter. The last type 
of lysine sales continues because only some consumers prefer “natural” 
lysine for their drug use. Almost all feed grade lysine is now produced 
by modern biotechnology. Biotechnology companies have taken control 
of many food sweeteners and preservatives (citric acid, lactic acid, gums, 
sorbates, etc.) and various vitamins and pharmaceuticals (vitamin E, 
biotin, etc.), as well as 27 lysine and other amino acids. Old-tech chemical 
companies, which have a comparative advantage in synthetic chemistry, 
are increasingly challenged by low-cost manufacturers with expertise in 
fermentation Technologies [15]. A great number of improvements have 
been made in the field of captive food stuffs. Manufacturing techniques 
include spray drying, spray cooling or spray cooling, extrusion coating, 
fluid bearing coating, liposome trap, conassation, complexity, centrifugal 
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and rotational suspension separation. There are many requirements for 
the controlled and continuous release of foodstuffs. As developments in 
encaps continueulation, new markets will develop. Coacervation seems 
particularly promising because it can be reduced due to cost requirement. 
For low levels of food stuffs. Intercalarily, the flavors are more stable 
after processing with microwave, heat, oven drying and frying. In most 
encapsulation techniques, limitations occurred due to high production 
costs and the lack of food class available materials. Research is necessary 
to eliminate these limitations. Encapsulation is currently a difficult art for 
food scientists. The food scientist does not have the information available 
in databases that allow him to make informed choices about the most 
appropriate material and encapsulation process. For example, suitables 
of starch and malto dextrins can be extremely useful as encaps material 
sulation. The development of cyclo dextrins has led to new products with 
longer shelf life, less volatility and protection of heat-labile substances. 
Initial indications are many benefits for the food industry, including the 
protection of materials ranging from desired release or targeted delivery 
of liposomes. There is a lot of research to be done in the food industry 
regarding the use of liposomes. Unlike the pharmaceutical industry, which 
can excuse high costs, production costs for food applications will need to 
be reduced.
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Introduction

Growth in meat production and the risk of product contamination have 
caused in the food industry to keep rapidly, reasonable methods of analysis 
to protect health of consumers and safety of consumers. Morover, the 
central principles that are food safety and food quality leads improvement 
and new ideas in the food area [1-2]. Dynamic practices have caused some 
hazards these are physical, chemical and biological hazards in terms of the 
product quality and consumer safety.

The growing risks, some pathogens(toxins), pesticides, drugs, heavy 
metals have been realised recently, owing to haphazard agriculture and 
animal husbandry areas having critical health effects from the point 
of causing diseases [3]. The more the quality and safety is challenged, 
the more strong equipments are needed to create a product of typical 
parameters. Despite traditional detection techniques are convenient, they 
spend a lot of time and to need serious protocol with an eleborate procedure 
and qualified personnel. For instance, traditional detection techniques 
and standard pathogen detection techniques such as culture counting and 
colony counting might take up a few days. Furthermore, physicochemical 
methods like liquid chromatography–tandem mass spectrometry (LCMS/
MS), for contamination testing such as toxins, veterinary drug residues, 
heavy metals tend to be expensive, complicated to perform and to spend 
time [4]. But, chromatography and spectrometry can procure more safe 
and conclusive datas still a higher through put with less operator training 
are needed by screening tests [1].

A rapid method of screening these hazards in the bulk material 
handling industry to provide food safety and foood quality could be the 
answer. In this conditions, in growing meat industry rapidly, for methods 
of quality control and safety of meat and meat products can become the 
biosensor an effective alternative. They have some advantages such as high 
degree of sensitivity and specificity of detection where minimum sample 
preparation is there, cost-effectiveness, miniaturization and portability 
for real time monitoring [5]. Furthermore, HACCP system can be used to 
verify that is a given process is under control, since the sensitivity of high 
biosensor lets the detection of pathogenic microorganisms, pesticides and 
another contaminants in minutes or hours [1,6].

Biosensors can be described as an analytical instrument, which 
transforms a biological answer into an electrical signal and comes out 
of two main components: a bioreceptor or biorecognition element, 
which recognizes the target analyte and a transducer, which transforms 
the recognition event into a quantifiable electrical signal [7]. Therefore, 
biosensors can be classified on the main of type of biocomponent involved, 
mechanism or mode of signal transduction etc [8]. The recognition elements 
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can be systems containing enzymes, cell receptors, microorganisms,  
antigens, antibodies and nucleic acids. The transduction elements are 
usually electrochemical, optical or piezoelectric, and the electrical signals 
when based on a change in the measured current are amperometric; when 
change in the measured voltage between the electrodes are potentiometric 
and when a change in the functions to charge of transport, so then they 
are conductometric. The optical sensors are usually predicated on the 
absorbance principle, fluorescence, chemiluminescence, surface plasmon 
resonance etc.  The sensors predicated on mass produce a mass dependent 
signal for the analyte that interact with the sensors and give information 
regarding analyte presence [1].

Even though the first progress in the biosensors was aimed to use in 
the medical diagnostic equipments, afterwards the principles of detection 
and quantification of biological molecules started to find its way in the 
food industry too. While biosensors can be uncomplicatedly applied 
for meat sample with the least processing methods such as mincing or 
homogenization, beginning enrichment activities may not be needed for 
pathogen or toxin detection, saving the analyses time. Even though little 
commercialization of the instrument has been done in the meat industry 
unlike the fields like medical diagnostics but with the increasing load 
of bulk handling it is going to be hard to continue the safety of products 
and the quality of products without a faster screening instruments like 
biosensor. This article envisages to discuss the possible area of the emerging 
instrument in the meat industry about ensure the quality and the safety of 
meat products [1].

Food biotechnology, together with use of plants and animals directly, 
is related the application of (live) food microorganisms, like yeasts, 
fungi, bacilli and lactic acid bacteria, in industrial areas. Basic purposes 
are increased production of ingredients and improved properties of 
starter cultures, such as reproducible growth characteristics, enhanced 
flavour formation and proteolytic activities or better autolytic properties. 
Investigation of the effect of food microorganisms on human health is also 
an essential area, for example, in prebiotics and probiotics research [9-
10]. On the other part, attention are needed since the prevention of food-
spoilage and pathogenic microbes. Food biotechnology’ purpose are both 
directed towards improving food production and meet the requests by 
consumer for safe, natural, fresh, tasteful and convenient products [9,11]. 

The research programs that is for improvement of industrial activities 
of microorganisms used in fermentation progress were focussed in the 
beginning on microbial strain selection then classical mutagenesis, finaally 
followed by more directed approaches using genetic engineering. These 
approaches’ essential advantages are that they are time-consuming, side-
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effects being in the selected or constructed strains are difficult to estimate 
and value, and the full range of engineering possibilities can not be exploited 
due to lack of knowledge of inter-related regulatory and metabolic processes 
going on in a cell. Moreover, the consumer population’s part is worried 
seriously about the safety of the novel foods, and if undesirable spread of 
genetically modified microorganisms in environment can be controlled. 
Functional genomics can exactly provide solutions in the last two fields. 
Several criteria and options for safe biotechnology and for risk-assessment 
procedures for the environmental application of microorganisms have been 
discussed recently [9,12]. 

Within future decade, reaching various industrial aims will be possible 
for application of functional genomics programs on food microorganisms. 
For instance, to designate side-effects of genetic alterations on 
functionality in products, to occur wanted pleiotropic effects by specific 
regulatory mutations, to predict and develop stress responses, to develop 
novel antimicrobial systems, and to direct metabolic engineering efforts. 
Likewise, it will enable the identification of novel (enzyme) activities, 
the performance of high-throughput mutation analyses in strains of 
interest and the improvement of quick identification analyses for food 
spoilage or pathogenic microorganisms. The review provides an check of 
current improvements in high throughput technology and discusses their 
practicality about food biotechnology [9].

Riboflavin, also known as 7,8-dimethyl-10-[(2S,3S,4R)-2,3,4,5-
tetrahydroxy pentyl]benzo[g]pteridine-2,4-dione, vitamin B2 is a water 
soluble vitamin naturally synthesized by plants and some microorganisms. 
It is an important micronutrient for animal and human diets, as it is 
not synthesized by higher animals. The product riboflavin that is used 
applications in small amounts as the colouring agent E101 or as a nutritional 
additive in animal feedstuffs besides as an additive in food [15-16]. In 
the beginning, riboflavin was fundamentally chemically synthesised for 
the production of very pure material. Biotechnological improvements 
have consequence in microbiological processes that can compete with the 
chemical synthesis and in our times commercial production of vitamin B2 
is commonly done by fermentation.

In most instances, riboflavin’s microbial synthesis involves genetically 
engineered selected strains of Escherichia (E.) coli, Bacillus (B.) subtilis, 
Ashbya (A.) gossypii, and Candida (C.) famata [16]. Genetically modified 
strains of E. coli and B. Subtilis are potentially the best known [17] within 
genetically modified micro-organisms (GMMs) as in these bacteria the 
riboflavin biosynthetic pathway has been studied in detail [18].  B. subtilis 
is an aerobic endospore forming bacterium prevalently found in nature and 
it has not a pathogenic or toxigenic potential. The large-scale fermentation 
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production of speciality chemicals of enzymes used in food production 
processes, and of several traditional ways of food preparation are used in 
direction of experiences about safe [15].

All the time, non-sporulating derivatives of the B. subtilis strain 
168 were genetically modified (GM), it always carry natural mutations 
inducing riboflavin overproduction. Introduction of different plasmids 
harbouring both a recombinant B. subtilis riboflavin biosynthetic operon 
under the control of a strong promoter and antibiotic resistance genes as 
selection markers (like; cat, tet, ermAM), resulted in genetically modified 
B. subtilis strains with multiple copies of the rib operon (rib operon, also 
known as ribDEAHT operon, i.e. including the ribD, ribE, ribA, ribH, ribT 
genes). These strains can enhance riboflavin expression by 10 - 25 times 
the size [15,19-22].

In the last product, additives produced with GMM are show that neither 
the production strain nor its recombinant DNA can be detected  according 
to EFSA guidance [22].  In September 2014, it was notified in RASFF (the 
European Rapid Alert System for Food and Feed) that a German official 
enforcement laboratory in Hesse detected viable GM B. subtilis spores in a 
consignment of vitamin B2 feed additive (80% feed grade) imported from 
China [15,23]. 

In April 2015, the Belgian official control laboratory published a 
report which about the genome sequence of a GM subtilis strain [24] This 
strain (isolate 2014-3557) was identified by a French competent authority 
in many vitamin B2 (riboflavin, 80% feed grade) imported to France 
from China. On basis of NGS (Next Generation Sequencing) result of a 
Belgian institution a TaqMan qPCR method (identified VitB2 - UGM) for 
specific detection of this EUunauthorized GM riboflavin overproducing 
B. subtilis was developed [24]. In addition to this, a junction between the 
riboflavin biosynthesis genes and the vector backbone are targeted by 
the TaqMan qPCR method. It remains unsolved if the aimed sequence is 
integrated into the bacterial genome or present on a plasmid. For the latter 
situation, the detection may fail if the plasmid is lost and the corresponding 
target sequence is therefore missing. Also, the comprehensive molecular 
characterization of the GM strains’ genome and plasmids have not been 
reported by the authors [15].

In [15] review, microbiological and molecular analyses of the GM 
B. subtilis strain that is found in Germany in 2014 are presented. DNA 
is extracted from two independent isolates to characterize in detail the 
genome of these riboflavin-overproducing GM B. subtilis strains, and to 
reconstruct the putative plasmids present for performed whole genome 
sequencing (WGS). Later on, construct and event specific PCR based 
methods for its detection in food and feed were improved and applied [15].
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DAS-444Ø6-6 soybean was genetically engineered (GE) 
by use applications of three varied herbicides. Expression of the 
aryloxyalkanoate  dioxygenase  12 (AAD-12) enzyme provides tolerance 
to 2,4-dichlorophenoxyacetic acid  (2,4-D) by catalyzing its degradation, 
expression of the  phosphinothricin  acetyltransferase  (PAT) enzyme 
inactivates glufosinate  ammonium  by  acetylation  of the l-isomer 
into  N-acetyl-l-glufosinate ammonium, and expression of the double-
mutated maize 5-enolpyruvyl shikimate-3-phosphate synthase (2mEPSPS) 
enzyme provides tolerance to  glyphosate  by replacing the function of 
the native soybean EPSPS enzyme (which is inactivated by glyphosate 
to control weeds/plants) [26]. These properties offer producers multiple 
additional choices for herb control in soybean [25-26]. The evidence’s 
weight determines the food and feed safety of a genetically engineered 
crop [27-29]. This evidence has knowlegde that is whole past of safety 
for the expressed proteins and/or the source organism about its identify. 
While assessing safety, certain properties of the expressed protein provide 
important evidence to consider. These traits include mode of action, amino 
acid sequence similarity to proteins with whole past of safe use and to 
those known to be allergenic or toxic, stability to standard food processing 
and cooking procedures and digestive stability. For some proteins, these 
properties are enough to robustly evaluate safety [30]. In addition, toxicity 
can be empirically evaluated in vivo via high-dose animal works with 
purified protein.

Unless a feedst uff in genetically engineered proteins remain spoilage 
whole-food animal-feeding works might provide benefit in term of the 
safety assessment for proteins that cannot be purified in an active form, 
and for which high margins of exposure can be obtained relative to actual 
exposure under standard use [31]. In practice, whole-food feeding works 
are usually used to investigate unwanted compositional changes within 
the genetically engineered crop that might not be detected in works that 
directly analyze the composition of the edible portion of the crop [31].  
The large part of information shows that adverse unintended compositional 
changes in GE crops are a lower risk compared with traditionally bred 
crops, composition works are nearly globally wanted for all new GE events, 
and whole-food animal works are wanted by some regulatory authorities 
that assess GE crop safety [31,32]

In our review, the weight of evidence for the safety of DAS-444Ø6-6 
soybean based on: 1) the intended genetically engineered properties and 2) 
potential unintended adverse impact of the genetically engineered proteins 
(or the transgenesis process) on endogenous plant metabolic pathways. 
The approved GE crops that have been assessed universally for safety 
expresses proteins;  the PAT and 2mEPSPS proteins. For the 2mEPSPS 
protein, these crops include GA21 maize, FG72 soybean, and Glytol cotton; 
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for the PAT protein, these crops include T25 maize, A5547-127 soybean, 
and 281-24-236 cotton [33-34]. Thus, the PAT and 2mEPSPS proteins are 
not among the novel food or feed risks [35-36].  For all of these datas, the 
present safety assessment focuses on the AAD-12 protein and any potential 
unexpected impacts in the DAS-444Ø6-6 soybean event originating from 
transgenesis or the AAD-12 enzyme. It must not ignore that the AAD-12 
protein is also expressed by event DAS-68416-4 soybean [25].

Conclusion 

In last decade, biosensor technology has attracted attention, for it is a 
promising instrument to lower detection limit with quick analysis time at 
relatively low cost. In spite of the fact that conventional detection tecniques 
are critical, they delay behind the analytical tecniques despitedetection 
time. Biosensor usage in quick detection of contaminants can lead to 
release of products within hours or even minutes, rather than holding 
them since a few days. It can also be a well instrument for screening a big 
thorough put of samples and going for confirmation only for tiny number. 
The multiplexing a new and more advanced approach with the potential 
of detecting a num ber of pathogens, toxins, pesticides etc. have give to 
thanks to the raised use of array and multiple channel systems. Finally, the 
development of detection technique which is more reliable, rapid, accurate, 
simple, sensitive, selective and cost effective must be provided [1].

Food biotechnology will gain advantage from a functional genomics 
approach greatly; to constitute novel opportunities to ensure the safety of 
foods, to develop the quality of fermented products and to substantiate 
health claims related to the ingestion of specific microbes. Also, the 
better understanding of secretion processes, stress-responses and complex 
regulatory mechanisms will optimize industrial production of ingredients. 
Exciting new technologies for life sciences are being developed with 
incredible speed. Transcriptome and proteome research have some blanks 
which are being bridged by inventions recently, such as the synthesis of 
double-stranded oligonucleotide arrays for parallel investigations of DNA 
protein interactions [13]. While a study on the S. cerevisiae ribosome 
showed recently, advances in mass spectroscopy provide direct analysis of 
protein complexes, The procedure can identify more than 100 proteins in 
a single run, hence providing the simultaneous analysis of all components 
of huge macromolecular complexes [14]. Absolutely, these and other 
novel methods in genomics will profoundly change the nature of food 
biotechnology in the future millennium [9].

The value of the use of NGS approaches have been described; 
enforcement authorities and official control laboratories by assisting food/
feed competent, the presence of GMMs in biotechnological products in 
their researches. The approach defined in the review showed to provide 
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a detailed molecular characterization of an unknown GMM and thus 
facilitated the risk assessment and together the imprevement of specific 
PCR methods for its detection [15]. 

Nonetheless, the study showed that the bioinformatics analysis of 
the data produced by NGS is still a challenging task and would require 
the development of adapted bioinformatics instruments in order to be 
implemented for routine data analysis and management in the frame of 
GMO characterization and detection. The research of the GM B. subtilis 
strain showed at the same time, that indepth literature review is fundamental 
to interpret the series data and to fully understand and characterize the 
sample, specially if completely unknown [15].

In the [25] are current or past worker of Dow AgroSciences LLC, 
which develops and markets transgenic seed. Dow AgroSciences LLC 
and MS Technologies™ are co-developing DAS-444Ø6-6 soybean. In the 
[25] demand the elimination of animal studies where datas are unlikely to 
meaningfully contribute to safety assessment [25].
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1. Introduction 

In an ever-increasing competitive environment, the establishment of 
customer relations based on loyalty providing high satisfaction levels is 
possible by properly perceiving clientele’s expectations and delivering the 
proper service in a fast and effective way. Delivering services better than 
rival companies and adopting a customer service policy based on the voice 
of customers is of critical importance to establish a position in the market 
particularly for companies in the service sector. Finance and banking 
sectors have become new areas of process improvement methods. The 
greatest achievement in this respect will be a portfolio of the customers 
able to make use of fault-free and improved processes. 

Quality Function Deployment (QFD) is an approach that enables the 
realisation of current or new products/services of an enterprise in the most 
effective way in line with the needs of clientele. For a self-sustainable 
existence of their companies, managers have to be able to meet the ever-
changing needs of their clientele in a fast way while also maintaining 
high quality in products and services. QFD has been integrated into many 
services and manufacturing processes since its introduction. It essentially 
aims to create an optimised process in which the desires of clientele are 
transformed into measurable performance indicators. QFD is essentially 
a planning tool that aims at transforming the clienteles’ wishes into points 
of essential quality assurance to be used in the design and production 
phases with a focus on customers’ needs and expectations (Akao, 2003).  
QFD can be considered as a technique that lays great importance on the 
voice of customers throughout the whole phases of production and service 
provision. It gives the companies a competitive advantage concerning 
corporate structure and customer satisfaction while, at the same time, 
allowing companies to design their products and services. It is an effective 
tool that transforms customers’ wishes into production/service requirements 
(Sivasamy et al., 2016). 

On the other hand, the decisions which are taken by the managers in the 
finance sector are of great importance for the success of a bank. A Decision 
Support System (DSS) is a computer-based system that is designed to 
support decision-makers in decision-making processes, also shortening 
the decision-making time (Turban et al., 2007). There exist different 
QFD definitions, but features such as providing support in all phases of 
decision-making, enabling users to design flexible and interactive systems, 
and offering support to individual and group decision-makers through 
mathematical methods are highlighted in all. QFD is a system that supports 
decision-makers in semi-structured decision-making phases but does not 
replace the decision-makers in evaluating the decisions taken (Turban and 
Aronson, 1998). Decisions that are right, timely and fast help companies 
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keep their business moving forward in a competitive environment. DSS 
allow decision-makers to have easy access to decision-making models and 
data to give them support in semi-structured and non-structured decision-
making phases. Therefore, they are effective systems in overcoming the 
lack of information. Hence, decision-makers in managing positions can 
improve the quality of their decisions and increase the possibility of making 
the right decisions by way of analytical models. The aim of DSS is not to 
impose a decision on decision-makers, but it reveals solution alternatives. 
In this context, DSS enables users to process both the voice of customers 
that defines their wishes and technical requirements that reflect the voice of 
employees to the benefit of the company, and can thus guide companies in 
a fast and right way in development processes for new products (Sahin and 
Demirtas, 2019). Dogan (2014) summarises the purposes of a smart DSS-
based QFD framework as determining the right actions to be taken to meet 
the satisfaction of customers using DSS and increasing the competitive 
advantage of the company through analysing rival companies.

In the current study, a DSS-based House of Quality (HOQ) was 
developed to improve credit card monitoring unit of a bank by analysing 
the credit card selection behaviours of university students. The calculations 
in the HOQ were performed based on the proposed proportional scale. The 
mathematical operations such as addition, extraction, multiplication, and 
division cannot be defined in traditional ordinal scales. However, such 
operations are often used in HOQ to calculate relative weights. Besides, 
the DSS method also allows even those decision-makers who have limited 
knowledge about proportional scales to comment results by performing 
fast and easy calculations utilising DSS. The study provides insights into 
the most important customer needs as well as the most important technical 
requirements. To our knowledge, no study is available in the literature that 
has discussed a DSS-based HOQ application in the finance and banking 
sector. The use of proportional scale in HOQ is also unique in this sector. 
The second section of the study contains a literature review on QFD 
and DSS-based QFD. The third and fourth parts present the proposed 
approach and the results of the application in the bank involved in the 
study. The concluding part contains the results obtained in the study and 
recommendations. 

2. Literature Review  

It has been observed that studies conducted in recent years on the 
QFD process have focused on different sectors, particularly on the fields of 
healthcare (Gündoğdu and Görener, 2017; Aktepe et al., 2018; Demirtaş and 
Köksal, 2018; Nursaçan and Çetinyokuş, 2020), construction (Kassela et 
al., 2017; Toptancı and Erginel, 2017; Moghimi et al., 2017), manufacturing 
(Vinodh and Kumar, 2011; Bhuvanesh and Parameshwaran, 2018; Sahin 
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and Demirtas, 2019) and so on. Besides these sectors, identifying the needs 
of customers and the studies of improvement processes are also gaining 
prominence day-by-day in the banking and finance sector (Shahin et al., 
2016). 

There have already been some applications in the banking and finance 
sector based on DSS. Carminati et al. (2015), for instance, developed DSS 
to analyse online banking fraud analysis in banking transactions. Fraud 
risks have been identified using data mining as well as statistical and 
mathematical techniques. Sarıyer (2016) developed a DSS based on fuzzy 
Analytical Hierarchy Process (AHP) to compare the personnel of a bank 
in human resources. The proposed system is effective both to compare the 
employees and also to categorise them. Ignatius et al. (2018) proposed a 
decision support tool for a credit scoring model based on multi-criteria 
decision-making principles. While criteria weights are generated by fuzzy 
AHP, Fuzzy linguistic theory is applied to describe the uncertainties and 
vagueness arising from human subjectivity. Finally, TOPSIS is used to rank 
the alternatives by least risk exposure.  Gaganis et al. (2020) developed 
a multi-criteria decision support tool for a credit analyst. They offer a 
visual of a bank’s judgmental analysis, by providing a holistic multicriteria 
decision support tool in the hands of a credit analyst and enabling a rich 
inferential procedure to be conducted. Within this framework, a case study 
was presented, which evaluated the credit risk of 55 banks based in the 
European Union based on their financial fundamentals.

To the best of our knowledge, this study is the first in which the 
proportional scale was used in all stages of a DSS-based HOQ (customer 
importance weights, relationship matrices, improvement factor and selling 
point) in monitoring credit card unit of a bank.

3. Method 

QFD is a systematic approach consisting of planning and 
communication processes, which ensure inter-disciplinary coordination 
within an organisation to design, produce, and market the products or 
services in line with customers’ wishes. In other words, it is the whole 
of the processes that enable the establishment of a correlation between 
customers’ demands and company functions as well as the adaptation of 
customers’ demands into the product or service planning system.  

HOQ, which is the most important tool within QFD, transfers 
customers’ requirements into technical requirements. In a HOQ, customers’ 
requirements (CR1 …. CRn) are indicated in rows, and technical 
requirements (TR1… TRn) are shown in columns. The related technical 
requirements are determined by a QFD team consisting of engineers, 
managers, specialists, and designers (Asadabadi, 2017). The distinctive 
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characteristic of this technique is to evaluate the customers’ requirements 
in integration with current possibilities, rival companies, and solution 
proposals.

The use of proportional scale in HOQ and the application steps of this 
technique are represented below: 

Defining and weighting the customers’ requirements: The first phase 
in the HOQ is the proper definition of the target market. After the target 
market has been defined, the requirements regarding products/services 
should be expressed in the customers’ own words. The needs of customers 
can be determined by way of different methods. The methods most 
frequently used to better define customers’ needs are focus group interviews, 
questionnaires, face-to-face customer conversations, communications 
through telephone, fax, and e-mail for wishes, complaints, and proposals 
as well as feedbacks after events such as exhibitions, fairs, etc.  

In a HOQ, relative significance levels are indicated next to the column 
of customers’ requirements. In the traditional approach, a five, seven or 
nine-point Likert scale can be used regarding customers’ requirements. 
The number “1” in the scale represents the lowest level of importance. 
Arithmetic means of the customer scores for each requirement is calculated, 
and the relative importance weight column is formed by normalising the 
mean values.  

In this study, a proportional scale corresponding to the 5-point 
Likert was used while calculating the relative importance weights. As the 
arithmetical operations are undefined and invalid in the ordinal scale, a 
proportional scale was suggested by Demirtaş and Köksal (2018) based 
on the Analytic Hierarchy Process (AHP). This scale is shown in Table 1. 
Contrary to the ordinal scale, a fixed value is obtained all the time when the 
values in the proportional scale are proportioned to one another. Thus, any 
mathematical operation in the HOQ becomes valid. 

Table 1 Proportional versus Ordinal Scale 

Ordinal Scale 1 2 3 4 5
Proportional Scale 0.061 0.100 0.161 0.259 0.419

Forming the correlation matrices: In this phase, each customer 
requirement is translated into one or several technical requirements. At this 
point, several requirements can come into question from legal requirements 
such as security, legal regulations, quality levels, and product standards to 
other requirements such as machines and materials specific to the products 
produced, environment conditions, and company strategy. Then, the 
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correlation between customers’ requirements and technical requirements 
is determined. Empty cells in the matrix indicate that no correlation 
exists between customer/technical requirement pairs. If any correlation 
exists, its degree is scored as 1 (weak), 3 (medium), and 9 (strong) in the 
traditional approach. Instead of numbers, relationships between customer 
and technical requirements can be recorded in the matrix as symbols 
showing the strength of the correlation (Table 2). Because the nature of 
the traditional 1-3-9 scale was compatible with the proportional scale, no 
conversion has been applied to traditional scale for technical requirements.

Table 2 Proportional Scale for Technical Requirements

Degree of 
Correlation Strong  (Ө) Medium (O) Weak  (Δ)

Proportional Value 9 3 1

After determining the degree of correlation between customer/
technical requirements, the relationship between technical requirements is 
investigated and the roof of HOQ is formed. Symbols are used to define 
the direction (positive or negative) of the correlation. While the sign (+) 
between two technical requirements indicates that improvement of one of 
the characteristics also has an improving effect on the other, the sign (-), on 
the other hand, indicates deterioration. It is important to take this fact into 
account in the improvement studies. 

Forming the columns of benchmarking, improvement factor, and 
selling point: For effective planning, it is important to determine the 
importance of the requirements and the level of satisfaction with the 
product/service from the customers’ perspective. In addition, it is important 
to determine the strengths and weaknesses of existing and competing 
products/services by benchmarking. It should also be determined what the 
selling point of the product/service will be if the customer requirements 
are met and how much improvement is required in the existing product 
compared to competing products/services. “Improvement factor” and 
“Selling point” columns are important for calculating the absolute and 
relative importance weights.

a) Improvement factor: According to the traditional approach, it can 
be defined as the ratio of the value targeted by firm in terms of a customer 
requirement to the actual performance of that company. Evaluations of the 
customer concerning rival companies are also taken into consideration in 
identifying the targets of the firm.  

On the other hand, in the proposed proportional approach, four levels 
are identified based on the efforts to be made to reach the targeted scores: 
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‘getting much better’, ‘getting better’ ‘remaining at the same level’ and 
‘getting worse’ when compared with the current status. For instance, while 
proceeding from 4 to 5 could mean ‘getting much better’ for a customer 
when considering the difficulties in business or the efforts to be made, 
it could mean ‘getting better’ in terms of another customer. Similarly, a 
‘worse’ performance can be preferred to better focus on improvement 
efforts if an unjustifiable high performance comes into question in respect 
of the expectation of a customer. The scale in Table 3 was used to express 
AHP weighting of competitor level-up.

Table 3 The proportional scale for the improvement factor

Levels Much better Better Same Worse

Proportional Value 0.558 0.263 0.122 0.057

b)	 Selling point: It defines the influence of the planned improvement 
on the sales revenues. In the traditional approach, it is expressed in values 
of 1.0, 1.2, and 1.5, whereby 1.5 means ‘it can considerably increase the 
sales potential’, 1.2 means ‘it can increase the sales potential’ and 1.0 
means ‘it would have no influence’. Table 4 presents a proportional scale 
developed for the “selling point”.

Table 4 Proportional Scale for the selling point

Levels Major Minor No

Proportional Value 0.633 0.260 0.106

After “improvement factor” and “selling point” columns were created 
using the proportional scale, they were normalized and used in the stage of 
determining the absolute weights of customer requirements.

Formulas (1-3) were used to calculate the absolute weight of customer 
requirements (CAWs) and relative weight of customer requirements 
(CRWs).

CW i: 
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SCAW: Sum of the absolute weight column of customer requirements

	 (1)
  (2)

(3)

Technical evaluation 

In this phase, the technical requirements that should be given high 
priority to meet customers’ requirements are identified. The absolute 
and relative weights of each technical requirement are calculated using 
Formulas (4-6).

STRAW: Sum of the absolute weight row for technical requirements 

the degree of the correlation between customer requirement i and 
technical requirement j

             (4)

  (5)

	 (6)

After the absolute and relative weights of each column were calculated, 
the technical requirements having higher weights were determined. In the 
following phase, the company that conducts the research identifies whether 
the testing possibility for the measurement of technical requirements is 
available. The QFD team makes the arrangements necessary for the test 
and controls. The next phase after the comparative analyses performed by 
engineers on rival companies is the one in which the performance targets 
with respect to technical requirements are identified. Comparative analyses 
enable us both to detect the points needed to be improved and also to 
identify the strong and weak points compared to competitors. 
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4. A case of application in the banking sector 

In the banking sector application, the credit card selection procedure 
of university students has been analyzed. Then, a DSS has been developed 
to create HOQ and coded with Excel VBA. The interface developed in this 
way can be used in companies without the need of purchasing any new 
software. Even the decision-makers who have limited knowledge about 
this technique can easily use the Excel software.

The DSS developed in the present study was designed also to 
systematise the QFD process managed by specialist employees based on 
the results of customer questionnaires and interviews performed in different 
periods. In other words, it was designed to provide decision support even 
when customers’ wishes and weights change. It is also possible to use 
the DSS developed in the study in other service processes with minor 
modifications. The DSS process aims to provide three main advantages: 
analysis of survey results through access to previous and current survey 
reports, assessment of the proportional method in the QFD dimension, 
and providing target-oriented recommendations on customer needs and 
technical requirements.

First of all, customer needs were determined with the information 
obtained from meeting with experts working in the bank and one-to-one 
interviews with customers of bank in order to listen to customers’ voices. 
To identify the needs of customers, 20 customers were asked in individual 
interviews to evaluate their needs on a five-point scale.  The ‘’customer 
needs’’ listed in an Excel file using the macro ‘’weight the customer needs’’ 
were transferred into the HOQ and presented in the column of customer 
significance degree in Figure 1. 
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Figure 1 HOQ (Proportional Scale) 
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Besides, the QFD team consisting of specialist, employees identified 
the technical requirements (Appendix-A) that could be connected with 
customers’ requirements. The list of technical requirements created by the 
same command was also transferred into the HOQ.  

In the second phase, the significance scores were defined in the values 
of the proportional scale shown in Table 1, combined with geometric 
means, and transferred into the customer significance column in the HOQ.

The next step involves the identification of the correlation between 
customers’ and technical requirements. The term correlation refers to the 
influence of a technical requirement indicated in each column on meeting 
the customer requirement shown in each row. After the transfer of the 
weight values and other information regarding customer needs, the user 
is forwarded to the Excel page of HOQ. The input of data concerning the 
correlation between customers’ and technical requirements is easily done 
using ‘’the dropdown list’’ displayed by clicking on the cells on the page.

Within the framework of the specialist team’s views and experiences, 
a strong correlation was detected between the accessibility of the bank 
and its data processing and database system, and widespread branch 
ATM network. The study also reveals a strong correlation between the 
accessibility of the bank and training of personnel. For example, it ensures 
fast execution of operations in the branch with the training given to the 
personnel and personnel who can solve potential problems quickly. The 
study results indicate a strong correlation between safe usage in internet 
shopping and advertisements, and promotions. Specialists underlined, in 
this respect, promotion of any security application is as much important 
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as the application itself. A weak correlation was detected between 
the capability of rapid response to problems and advertisements and 
promotions. Through advertisements, the customers are contacted not 
direct, but indirectly. It is suggested that while a strong correlation exists 
between user-friendly mobile banking and interface design, there exists a 
medium correlation between lower service fees and financial situation. The 
stronger the financial strength of a bank, the more likely its customers is 
to pay lower fees for the services they receive. Other correlations between 
technical requirements and customer requirements are shown in symbols 
in the HOQ. 

The correlation on the roof matrix, on the other hand, is the part in 
which the effects of technical requirements on one another are discussed. 
This matrix aims to identify whether technical requirements affect each 
other negatively or positively (Kelesbayev, 2016). The study suggests that 
while a negative correlation exists between interface design indicating the 
user-friendly feature of mobile applications and widespread branch and 
ATM network, the results indicate the existence of a positive correlation 
between technical infrastructure services and interface design. 

Thereafter, two rival banks with considerable market share were 
selected to observe the fields where rival companies had a better market 
position and accordingly take the necessary steps for the future. Apart 
from that, the customers were asked to evaluate the bank involved in the 
study and its rivals, as a result of which the QFD team defined the bank’s 
target values for each customer request. Thus, the columns of improvement 
requirements and sales potential were created using the macro based on the 
projected and realised performance.

All the calculations in the HOQ (absolute and relative weights for 
customers’ requirements, and absolute and relative weights for technical 
requirements) were performed in accordance with the proportional scale. 
In other words, the macro “Calculate According to the Proportional Scale’’ 
performed the calculations in all the cells in the HOQ based on the values 
that correspond to the ones of the proportional scale. The macro ‘’Interpret’’ 
was used to evaluate the values calculated. The results of the analysis were 
presented to the customers utilising the inference mechanism available 
in the dimensions of ‘’customer needs’’ and ‘’technical requirements’’ 
in the DSS. Upon activation of the ‘’Interpret’’ macro, customer wishes 
and technical requirements were ranged by relative weight values, and the 
technical requirements with the highest significance degree were displayed. 
Additionally, target values for technical requirements were extracted from 
the database created based on the views of the specialists in the QFD team 
and presented to decision-makers through the same macro. As it is, the 
system provides essential proposals to end-users. 
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The results obtained in the calculations performed in the DSS-based 
HOQ are discussed in the following paragraphs: 

The customer wishes with the highest relative weight according to 
the proportional scale were ‘’user-friendly internet banking’’ and ‘’secure 
usage abroad’’ with 23.89%, followed by ‘’secure usage in internet 
shopping’’ with 14.54%, and ‘’user-friendly mobile banking’’ with 
10.81%. The relative weight values of other customer wishes are presented 
in Figure 1. The technical requirement with the highest relative weight 
was ‘’secure shopping applications’’ with 16%, followed by ‘’technical 
infrastructure services’’ and ‘’interface design’’, both with a weight value 
of 15%, and ‘’speed of call centre services’’ with a weight value of 9%. To 
enhance these applications, “expanding the 3-D secure shopping domain’’ 
was identified as the target value. ‘’Providing individual services using 
artificial intelligence applications’’ was identified as the target to enhance 
the technical infrastructure services. The target defined for interface design 
was ‘’Providing a tailored interface based on the transactions frequently 
used by users’’. The target identified to enhance the service quality in 
this respect was ‘’being able to access to the call centre in less than two 
minutes’’. 

5. Results  

In this study, QFD technique was used and improvement suggestions 
were presented for banks to meet the expectations of university students, 
who have an important place in the market share. The present study 
provides a HOQ based on the DSS developed through a proportional scale, 
which is relatively new used. This proposed method was implemented 
in the process of determining the technical requirements concerning the 
wishes and expectations of clientele for credit cards. The aim was to help 
the decision-making team managing the process to develop fast responses 
utilising DSS.  The study has provided the target values regarding the 
wishes/expectations of the clientele, and the technical requirements that 
should come into focus. The DSS based HOQ aimed to enhance customer 
satisfaction through properly analysing the customers’ voice. In the proposed 
interface with Excel VBA support, ease of use and access for decision 
makers who are not experts in quality techniques are at the forefront. 
The mechanism that supports decision-makers in taking fast and proper 
decisions also enables users to take into account customer expectations 
in different periods using integrating survey data into the system. Thus, 
information regarding customers’ and technical requirements can also be 
easily transferred into the HOQ using the macros. In order to overcome 
the disadvantages of the traditional scale, absolute and relative weights 
are easily calculated for customers’ and technical requirements with the 
newly proposed proportional scale, so decision maker is supported in the 
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interpretation of the results. In addition, assistance is available on what the 
target values will be for key technical requirements.

When the importance weights of customer requirements are evaluated, 
convenient internet banking applications and safe usage in internet shopping 
abroad have come to the fore. It was followed by handy mobile banking. 
Nowadays mobile banking has gained importance thanks to the widespread 
usage of mobile phones. Providing special offers and discount to mobile 
banking users has become an important factor for banks to attract students 
in credit card selection decisions. The results regarding the relative weights 
of technical requirements show that secure shopping is the most important 
one, followed by technical infrastructure services, interface design, and 
speed of call centre services.

Customer satisfaction can be enhanced using customer-tailored service 
delivery when the services of a bank regarding technical infrastructure 
reach an adequate level. Interface design is another requirement that is 
important for students. Interface design is also important for students to 
enable them to complete the transactions in a shorter time both in mobile 
applications and internet banking.

Ultimately, call centre services are also very important concerning 
meeting the customers’ expectations and solving their problems, because 
customers always prefer to have access to services in the most rapid way. 
Advertisements and promotion are important factors as well, but it has 
been observed that students lay less importance on these factors than other 
technical requirements. As a result of the rapid increase and change in 
the amount of data and customer requests, it is thought that the possible 
benefits of the predictability of customer expectations will spread the DSS-
based QFD process. In future studies, it is possible to work on the DSS-
based QFD process that can be integrated with mathematical modelling in 
order to optimize the target values.
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Appendix-A. The list of technical requirements

Customer Relationship Management refers to the proper guidance 
of all the units in a bank to meet the expectations of customers and ensure 
the satisfaction.

Data Processing and Database System refer to the technical 
requirement that aims to provide and develop the necessary infrastructure 
for transactions and storing the database throughout the bank.

Advertising and Promotion refer to take part in the printed and 
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visual media to catch the attention of customers and awake curiosity in 
customers.

Technical Infrastructure Services refer to the strengthening and 
enhancing of a bank’s security system using state-of-art technology.

Interface Design refers to the design and usefulness of mobile and 
online banking applications used today.

Widespread Branch and ATM Network refers to the number of 
branches and ATMs of a bank. 

Secure Shopping Applications refer to the work of banks with 
companies in order to provide card security for the customers’ credit card 
payments, especially in online shopping.

Speed of Call Centre Services refers to the waiting time in queue, 
fast processing time and fast services of call centre.

Financial Situation refers to the financing allocated to the bank by 
the holding or capital owner behind the bank.

Activities that Reduce the Cost of Cards refer to creating advantages 
to reduce the cost of the card reflected on the customer.

Training of Personnel refers to the requirements that involve the 
training given to the employees concerning essential banking services, 
human relations, and training programmes regarding customers.
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 INTRODUCTION 
 
 Hydraulic design of multiple outlets sub-mains in a distribution 
network system, often referred to as manifolds, laterals or gated pipes, are 
extensively used in profession practice, has been a major problem tackled 
by many authors. This chapter presents a new mathematical model     -
stepwise computation algorithm- with software application regarding 
discrete-non-uniform outflow distribution approach for evaluating 
different forms of pressure head-discharge distributions along the sub-
main line, and the required hydraulic flow characteristics along the 
energy-grade line, that takes into account to the velocity head change and  
variation of the Reynolds number, which affects the selection of the 
proper friction coefficient formula to be applied along the different 
reaches of the pipeline. Resulting, the improved user-friendly computer 
program in Visual Basic 6.0 language named “Multi-flowCAD” was 
developed for hydraulic analyzing and designing of multiple outlets sub-
main lines regarding certain hydraulics and uniformity criteria.  
 
 The present computer-aided computing technique can be 
efficiently used with the highest accuracy for different forms of pressure 
head profiles covering various design configurations regarding different 
flow regimes and uniform line slope situations with respect to alternative 
computing techniques, because only the basic equations of the hydraulics 
of steady-state pipe flow condition, were sensitively used in each pipe 
section between successive outlets. In profession practice, the present 
improved software simulation model is the most suitable, and can be 
efficiently used for hydraulic analyzing and designing of various types of 
multiple-outlets pipelines in sub-main distribution networks, for all 
performed simulations. 
 
 Multiple outlets pipelines in a sub-main unit, often referred to as 
manifolds, laterals or gated pipes, are extensively used in profession 
practice, such as in ocean out-falls with multiple diffusers, leakage 
assessment for branched networks, sediment transporting, sprinkling 
infiltration systems, sub-units of low-volume irrigation systems, gas pipe 
burners, thermal discharges, sewer line systems, submarine oil pipelines, 
e.g., general engineering applications in water distribution network 
systems (Yıldırım 2006, 2007a,b, 2008, 2009, 2010, 2015, 2016). In the 
available literature, a great deal of attention on this problem was 
successfully devoted by the earlier extensive investigations (Hathoot et 
al. 1993;Yıldırım and Ağralioğlu 2004a,b; Yıldırım 2006, 2007a,b, 2008, 
2009, 2010a,b; Yıldırım and Singh 2010; Yıldırım and Singh 2013a,b; 
Yıldırım 2015, 2016). Hence, analysis of the hydraulic design of multi-
outlets submain lines is very important concern for comprehensively 
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evaluating the proper hydraulic performance of these sub-main 
distribution network systems.  
 
 The objective of this chapter is to present an implementation of 
the improved user-friendly software simulation model in Visual Basic 6.0 
language named “Multi-flowCAD” based on the discrete-non-uniform 
outflow approach for multiple-outlets sub-mains, concerning different 
flow regimes and various uniform line slope situations, while determining 
the required pressure parameters along the energy-grade line (EGL) 
(Yıldırım 2001, 2007).  

 

 The present computer-aided computing technique takes into 
account to the velocity head change and variation of the Reynolds 
number, which affects the selection of the proper friction coefficient 
formula to be applied along the different reaches of the sub-main line. As 
a matter of fact, the present procedure has the highest accuracy for all 
performed simulations, because only the basic equations of the hydraulics 
of steady pipe flow were used in each pipe segment between successive 
outlets; hence it can be efficiently used for general purposes in 
engineering applications of multiple outlets pipe flow hydraulics. 
 
 
 PRINCIPLES ON MANIFOLD FLOW HYDRAULICS  
 
 Governing Equations 
 
 Hydraulically, flow in the sub-main line is considered to be a 
steady, spatially varied flow with decreasing outlet outflow along the 
downstream direction. The energy grade line (EGL) in a multiple outlets 
pipeline will not be a straight line but a curve of the exponential type, as 
shown in Figure 1.  
 
 This figure shows the sketch of the horizontal pipeline with 
multiple outlets, and the shapes of the hydraulic (HGL) and energy 
gradient (EGL) curves along its length. Generally, successive outlets are 
usually identical, and installed at an equal spacing on the sub-main line. 
The flow characteristics of the outlets are typically described by a 
function of the power form: 
 

x
)out()out( cHq        (1) 

 in which q(out) is the outflow from an individual outlet; H(out) is the 
pressure head at the outlet under consideration; c is the outlet coefficient 
that accounts for areal and discharge effects and makes the units correct.  
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 Let us consider the multi-outlets pipeline sketch with horizontal 
slope, as shown in Figure 1. If there are N outlets on the pipeline with a 
common spacing s, the number of spacing will be (N – 1) and the length 
of the pipeline is the distance between the first and last outlet, L = s (N - 
1).  

 As indicated in this figure, H(1) is the initial inlet pressure head, 
Q(1) the initial discharge (Q(1) = N q(av))  upstream from the first outlet, 
and q(1) the outflow of the first outlet, which may be written as 

 
q(1) = c H(1)  

x                                                          (2) 
 
 Assuming that the outflow varies continuously in space along the 
pipeline (the number of outlets is sufficiently large), the outflow per unit 
length ( q ) can then be described by 
 

x
)n(H

s
cq 





        (3) 

 If continuity is preserved along the pipeline, the conservation of 
mass is written in the general following form: 

 

q
dt
dA

dx
dQ

                    (4) 

 

where Q is the total discharge; x and t are space and time coordinates. For 
steady flow condition  0/ dtdA , the continuity equation, Eq.(4), may be 
rewritten as follows 

 

q
dx
dVA                      (5) 

where V is the average velocity of flow through the pipe. 

 

           Using the continuity equation, Eq.(5), the discharge, Q (n+1), at the 
pipe reach between successive outlets (n) and (n+1), can be obtained  
from: 

Q(i+1) = Q(i) – q(i)                   (6) 
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 The discharge between the first and second outlets Q(2) can be 
evaluated from Eq. (6) in the special form : 

Q (2) = Q(1) – q(1) = (N. q (av)) – (c.H(1) 
x)                                                (7) 

 The momentum effect resulting from decreasing the discharge in 
downstream direction, the conservation of momentum equation is given 
by the following form (Streeter and Wylie, 1979) 

    )i()i()1i()1i( V.QV.QF                   (8) 

 

where F  is the change of pressure force;   is the density of water; V(i) 
and V(i+1) are the flow velocity between successive emitters (i-1)~(i) and 
(i)~(i+1),  respectively. 

 

 Using the conservation of momentum equation, Eq.(8), the 
change of pressure head, H(i+1), due to change of momentum between 
successive outlets (i) and (i+1) resulting from decreasing the discharge 
from Q(i) to Q(i+1), may be written as follows 

 
2

2
)i(

2
)1i(

)1i( gA
QQ

H


 
                       (9) 

where g is the acceleration due to gravity. 

 

 The general form of the Darcy-Weisbach formula which proved 
to be the most accurate and reliable (von Bernuth and Wilson 1989, von 
Bernuth 1990) can be approximated by the following expression: 
           

2

2
)1i(

)1i()1i(f gA2
Q

D
sfH 

                    (10) 

where Hf (i+1) is the friction head loss between successive emitters (i) and 
(i+1); f(i+1) is the Darcy-Weisbach friction coefficient for the pipe reach 
between successive emitters (i) and (i+1); D is the internal diameter of 
the pipe. 
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 Eq. (10) may be rewritten by simplifying 

2
)1i()1i(52)1i(f Qf

gD
s8H  


                  (11) 

 

 With assuming the pipeline has a uniform slope S0, the difference 
in levels of points (i) and (i+1) may be given by 

 (z(i) – z(i+1))   =   s S0                                                           (12) 

 The positive sign is for pipeline sloping downward and the 
negative for upward slopes,  z(i) and z(i+1) are elevations of successive 
outlets (i) and (i+1) respectively, above an arbitrary datum. 

 Using conservation of the energy principle with Eq.(9) and 
Eq.(11), between successive outlets (i) and (i+1), the following form can 
be obtained 

 

)1i(i)L()1i(f)1i(

2
)1i(

)1i()i(

2
)i(

)i( HhHz
g2

V
Hz

g2
V

H 


         

                  (13) 

where  H(i) and H(i+1) are pressure head for the successive outlets (i) and 
(i+1); 

2

2
)i(

gA2
Q  and 

2

2
)1i(

gA2
Q    are velocity head under consideration; h(L)i  is the 

local head losses due to pipe fittings or couplers.  

 

 Solving Eq.(13) for the pressure head at the individual outlet 
(i+1), H(i+1) is related to H(i) by the following equation: 

H(i+1)  =  H(i) +  










2

2
)i(

gA2
Q  - 













2

2
)1i(

gA2
Q  + ( z(i) – z(i+1) ) – Hf (i+1) – h(L)i -  ∆H(i+1)

        (14) 

 Combining conservation of mass and momentum principles 
Eq.(6) and Eq.(9) with Eq.(11) and Eq.(12), into conservation of energy 
principle, Eq.(14), and simplifying   
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H(i+1)  =  H(i) + 
22

3
gA

 [Q(i)
2 - (Q(i) - q(i) )2] – f(i+1) 

52 gD
s8


(Q(i) - q(i))2 – h(L)i 

  s S0                  (15) 

 For convenience, Eq.(15) is put in the form  

H(i+1) = H(i)  + A* [Q(i)
2 - (Q (i) – q(i))2 ] –  B * f(i+1)  (Q(i) – q(i))2 –  h(L)i   s S0                                 

        (16) 

A* = 
22

3
gA

  ,  B* = 
52 gD

s8


                                                  (17)    

  

 METHODOLOGY 

 As considered from the present hydraulic analysis, there are four 
basic equations in the multi-outlets pipe flow hydraulics. These equations 
are:  

 1. Outlet discharge-pressure head relationship as Eq. (1),  

 2. Continuity equation as Eq. (5),  

 3. Darcy-Weisbach friction formula as Eq. (10),  

 4. Conservation of energy equation coupled with the conservation 
of momentum equation as    Eq. (13).  

 Hence, there are four unknown hydraulic variables (Q(i+1), q(i+1), 
H(i+1) and Hf (i+1)) at any location of lateral (i+1), with the previously 
known values (Q(i), q(i), and H(i)), and the other design parameters (z(i), 
z(i+1), f(i+1), D, N, L, s, c, x, ε).     

COEFFICIENT OF FRICTION (f) 

 Flow in a multi-outlets pipeline is generally turbulent (3000<R 
≤105), sometimes fully turbulent flow (105<R<107) exists at the upstream 
end of the lateral and flow becomes laminar at the downstream reach 
where the velocity decreases to zero. Submain pipelines (manifolds or 
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laterals) are generally either plastic or aluminum pipes, therefore the 
analysis presents friction coefficients regarding both the materials.  

 Noting that, when couplers are used two connect two lengths of 
plain pipe, some additional energy loss takes place as the water passes 
through the coupler. The head loss in plastic couplers could be provided 
as equivalent length of the pipe. For aluminum pipes with couplers 
spaced 9 m, the energy loss can be determined by increasing the friction 
coefficient, f, by 11%; decreasing the spacing to 6 m increases the 
percentage to 17%, and increasing the spacing to 12 m decreases the 
percentage to 8%. 

 For Plastic Pipes 

 Plastic pipes are made of smooth materials. For laminar flow 
where Reynolds number R is less then 2000 (R<2000), the friction 
coefficient is given by (Warrick and Yitayew 1988; Yitayew and Warrick 
1988; Hathoot et.al., 1993) 

f    =  
R
64   = 64

VD
    






 


VDR                     (18)   

in which  R: the Reynolds number and  : the kinematic viscosity of 
water.                                              

 For turbulent flow (3000<R≤105), the Blasius equation can be 
used: 

f   =   0.316 R -0.25           (19) 

 For fully-turbulent flow (105<R<107),  we have: 

f   =   0.130 R -0.172                                                                           (20) 
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          Figure 1. Shapes of hydraulic (piezometric) gradient line (HGL), 
and energy-gradient line  
 
 (EGL) along horizontal sub-main line with multiple outlets. 
 
 For Aluminum Pipes 
 
 In aluminum pipes, the absolute roughness ranges between 0.1 
and 0.3 mm (“Design” 1981). For laminar flow regime, the coefficient of 
friction can be evaluated from Eq.(18). For turbulent flow, in general 
Churchill (1977) presented the following equation: 
 

(1) (2) (3) (N-1) (N) 

[H1+HV1] [H2+HV2] [H3+HV3] 
 

[HN-1+HVN-1] [HN] 
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[qN-1] [qN] 
l 

sI = μ s  s 
L0 = Ө L = 
(N-1) s 

          L = (N+μ-1) s 

Q2 Q3 QN-1 QN QN+1 

Inlet (I) 

[HI + HVI] 

        QI =  N q  

Downstream Closed End 
(d) 

HV(L) = 0 

HV

H

Total Energy Line l 

Hf(l

HV(l

dl 

dS = Hf(l) 

H(l) 

Hf

H

Direction of Flow 

Hydraulic 
(Piezometric) Gradient 

Energy Gradient Line 

Distance from the pipeline inlet, l 

Energ
y 
Level     



 .291Theory and Research in Engineering II

 
 

12/1

2/3

12

)BA(
1

R
88f












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






                (21) 

 
where A’ and B’ = empirical parameters for computing Darcy-Weisbach 
friction coefficient. A’ and B’ are computed from: 
 
 
 

16

9.0 )D/(27.0
)R/7(

1ln457.2A 















               (22) 

 
16

R
530,37B 






                               (23) 

 
where ε  =  equivalent roughness height of the internal pipe surface. Eq. 
(21) covers a significant portion of the turbulent zone on the Moody’s 
diagram. The present formulation yields errors less than %1  in the 
range 26 10D/10     and 83 10R105  .  
 
 Please note that, the recent comparative study (Yıldırım 2009, 
Özger and Yıldırım 2009) presented a comprehensive error analysis of 
the well-known explicit formulations (Swamee and Swamee 2006, 
Swamee and Rathie 2006) for the implicit Colebrook-White equation, 
with regarding commonly preferred performance evaluation criteria. 
 

 Water Application Uniformity 

 One of the main tasks of the multi-outlets pipeline hydraulic 
calculation is to provide a sensitive balance between the inlet pressure 
head, the water application uniformity, and the total frictional losses 
along the line. In designing, the variation of the outlet discharge within 
limited values, which are defined in the uniformity coefficients, namely 
the Christiansen’s uniformity coefficient (UC) and the lower-quarter 
distribution uniformity coefficient (DULQ), is very important concern, 
because it leads to a relatively short variation in the Reynolds number 
range, and therefore, in a short run along the Moody’s diagram.  

 Essentially, successive individual outlets are convenient to 
consider expressions for emission uniformity, which is the relationship 
between the minimum and average outlet discharge within overall the 
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system. The uniformity coefficients (UC and DULQ) are used here to 
express uniformity of emitter discharge throughout the system.  

 

 

 The uniformity coefficients are: 

UC   =   1 –   
)av(Nq

1
 




Ni

1i

 | q( i) –  q (av) |                                            (24) 

DULQ =   
)av(

Ni

4
N3i

)i(low

qN

)q(4

















 



                                                                     (25) 

where q(av): average outlet discharge along the pipeline; q(i): discharge of 
individual outlet (i) and (qlow)i: discharge of the lower-quarter outlet i = 
3N/4. 

 CONCLUDING REMARKS 
 
 In this chapter, an improved computer-aided computation 
algorithm based discrete-non-uniform outflow approach was presented, 
and a user-friendly computer program in Visual Basic 6.0 language 
named Multi-flowCAD was developed for multi-outlets sub-main lines in 
water distribution network system. In the present design methodology, 
the design of the sub-main line with uniform line slope and equally 
spaced individual outlets was examined within certain hydraulics and 
uniformity constraints.  
 
 In designing of the sub-main line by the present algorithm, for the 
given pipe length and inside diameter, firstly, the proper value of 
operating inlet pressure head was sensitively appointed within the design 
interval based on the initial and boundary conditions with the required 
hydraulic characteristics along the energy-grade line.  
 
 In profession practice, the present improved software simulation 
model is the most suitable because only the basic equations of the 
hydraulics of steady pipe flow were efficiently used in each pipe segment 
which was divided by successive individual outlets, and can be efficiently 
used for hydraulic analyzing and designing of various types of multiple-
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outlets pipelines in sub-main distribution networks, for all performed 
simulations. Steps of the present algorithm, design criteria, computer 
visualization with engineering implementation, and program outputs are 
also presented in the companion chapter. 
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INTRODUCTION

The increasing progress in computer technology has led to the 
development of the improved solutions of analytical and numerical 
methods of hydraulic design of multiple outlets sub-mains in a distribution 
network system. The present computer-aided computing technique was 
successfully implemented with the highest accuracy for different forms of 
pressure head profiles covering various design configurations regarding 
different flow regimes and uniform line slope situations with respect to 
alternative computing techniques, because only the basic equations of the 
hydraulics of steady-state pipe flow condition, were sensitively used in 
each pipe section between successive outlets. 

In profession practice, the present improved software simulation 
model (Multi-flowCAD) is the most suitable, and can be efficiently used 
for hydraulic analyzing and designing of various types of multiple-outlets 
pipelines in sub-main distribution networks, for all performed simulations. 
Design criteria for the proposed program implementation with sample 
manifold line design, computer visualization, and program outputs are 
provided.

Large number of works were devoted on the development of analytical 
and numerical methods of the hydraulic analysis, as the differential method 
(DM) (Warrick and Yitayew 1988), Runge-Kutta numerical method (RKM) 
(Yitayew and Warrick 1988), the energy-gradient line method (EGL) (Wu 
1975), and the revised method (REGL) (Yıldırım 2006, 2007a,b, 2008, 
2009) the finite-element method (FEM) (Kang and Nishiyama 1996a, b), 
the forward-step method (FSM) (Hathoot et al. 1993, 1994), the successive-
approximations method (SAM) (Vallesquino and Luque-Escamilla 2001, 
2002), and others. 

As a matter of fact, among these previous extensive researches, 
the computer-aided stepwise calculation procedure based discrete-non-
uniform outflow distribution approach gives an exact solution applied to 
accurately establish the flow required hydraulic characteristics, and also 
determine pressure-discharge distributions along the energy-grade line. 
Essentially, two main concerns for the multi-outlets pipe flow hydraulics 
are first, to obtain a uniform flow distribution for all outlets, and second, to 
minimize the total head loss in the sub-main pipe system. 

In water distribution networks, a sub-main line can be regarded as a 
typical hydraulic structure, whose design is limited by the operating inlet 
pressure head (H0I), desired uniformity criterion for water application (i.e., 
uniformity coefficient), total friction drop at the end of line (hf(L)), field 
topography, as well as outlet hydraulic characteristics. 
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Design of this sub-main distribution network system depends upon 
a good understanding of multi-outlets pipe flow hydraulics and outlet 
characteristics. In various types of the sub-main design problems, 
determination of the actual pressure head or outflow profile along the line 
is greatest important concern for the proper hydraulic design. 

As a matter of fact, among the alternative design configurations, the 
operating inlet pressure head, H0I, is a key hydraulic component for the 
proper design and evaluation of pressure head or outflow distribution along 
the energy-grade line. This operating pressure head can be achieved in 
a stepwise manner, either starting from the required pressure head at the 
downstream closed end, Hd, working back to the inlet upstream direction, 
by computing the friction head loss in each pipe segment between 
successive outlets (BSP: backward-step procedure) (Kang and Nishiyama 
1996); or starting from the inlet pressure head, H0I, computing forward in 
the downstream direction (FSP: forward-step procedure) (Hathoot et al. 
1993).

In the present stepwise computation procedure in the forward form, 
the H0I will be determined by adding a reasonable head increment to the 
required average outlet pressure head, ensuring initial and boundary 
conditions to be based on the design algorithm earlier discussed (Yıldırım 
2008). Adequate analysis of sub-mains with multiple outlets include 
the determination of the pipe length or the inside diameter, the required 
operating inlet pressure head and total friction head losses along the lateral 
assuming that the total flow rate at the inlet, characteristics of the outlets, 
and the acceptable level of uniformity are known previously. 

CLASSIFICATION ON MANIFOLD DESIGN PROBLEMS
Design of a lateral pipe includes the determination of pipe geometric 

characteristics (pipe size and length), as well as operating inlet pressure 
head and total friction head losses along the line. Design engineers are often 
faced with three types of problems in most lateral hydraulic computations. 
In the first type of problem (energy grade-line determination) (Yıldırım 
and Singh 2013a,b, Yıldırım 2007a, 2008) for the given design values 
of uniform lateral slope (S0) and average outlet pressure head (Hav), the 
required hydraulic variables concerning the pressure head profile [the 
operating inlet pressure head (H0I = Hin), downstream closed end pressure 
head (HN), extreme pressure heads (Hmax and Hmin) with their locations 
along the line (imax, imin; i: percentage of length, l is a length from the inlet 
in m, and L is the total length of the lateral line in m), and the total energy 
drop due to friction Hf(L), can be determined ensuring the desired level 
of water application uniformity as well as the allowable pressure head 
variation along the line (Yıldırım 2007a). 

With the help of the present computer-aided design technique, 
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knowledge of hydraulic properties for any type of pressure profile under 
consideration enables the design engineer to clearly evaluate the overall 
energy distributions with the required pressure parameters through the 
line sections between successive emitters, in a simple way. Variation of 
the emitter outflows along the line within  certain limited values which 
defined as the uniformity coefficients for water application is also very 
important concern. In the second type of problem (water application 
uniformity evaluation) (Yıldırım 2007a,b, 2009), when H0I is given as an 
input parameter together with the required average emitter pressure head 
(Hav) and for a given design slope (S0), proper values of the required water 
application uniformity coefficients can be directly approximated. 

The design procedure which based on the uniformity coefficients 
depending on the acceptable level of outflow variation can be accepted or 
refused. In fact, the real value of these coefficients, should be just obtained 
with taking into account all the emitter outflows along the lateral line by 
implementing computer-aided stepwise procedure. 

Designers are often faced with the problem of selecting the pipe size 
and length for a given desired uniformity level and given design slope 
range, in order to keep the design operating inlet pressure head and the 
allowed limit of total energy loss along the pipeline. 

In the third type of design problem (direct sizing procedure) (Hathoot 
et al. 2000; Kang and Nishiyama 1996a,b; Valiantzas 2002, Yıldırım 2006a, 
2009), the required parameters are the pipe inside diameter (D) or length 
(L) for a given design slope (S0), the desired level of water application 
uniformity (UC and DULQ), and the required average emitter outflow and 
pressure head (qav , Hav), with the previously known design variables. 

COMPUTATIONAL STEPS for PRESENT DESIGN 
ALGORITHM

As a notable reference, the algorithm was first programmed in 
FORTRAN IV, then a useful flowchart was presented by Hathoot et. al. 
(1993). Herein, the steps of the present algorithm was improved in the 
following section “Implementation of the Design Criteria” based on the 
initial and boundary conditions of the algorithm, and reprogrammed in 
Visual Basic 6.0, incorporating variable flow conditions through lateral 
segments, in a stepwise manner. Calculation steps  of the proposed 
computer program (Multi-flowCAD) is also provided in Figure 1. 

In practice the average emitter discharge qav, the corresponding 
pressure head Hav, the flow exponent y, total number of emitters N, the 
spacing between emitters S, and the uniform line slope S0 and the inside 
diameter of the lateral pipe D are assigned in advance, for a certain design. 
The following computational steps should be taken into consideration in 
the present algorithm:
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1. The initial pressure head Hmax is first assumed by adding a reasonable 
head increment ∆0 to the average head Hav (initial condition).

2. The outflow of each successive individual emitter qi is evaluated 
in a stepwise manner, starting from the first emitter at the upstream lateral 
inlet; and in each step the corresponding lateral discharge Qi is evaluated.

3. At each step, the Reynolds number valid for the pipe segment 
between successive emitters is calculated, then the proper friction 
coefficient formula is selectively used to evaluate the head loss due to 
friction, hence the new pressure head at the head of emitter, is determined 
by applying Eq. (16).

4.  If  Eq. (16) yields negative values of H at any emitter , this would 
indicate that the assumed Hmax should be increased by ∆d (Boundary 
condition).

5. As negative values of H disappear, other conditions should be 
continued.

6. The velocity at any reach of the lateral pipe should be positive 
(boundary condition); otherwise, this would indicate that the sum of emitter 
outflows is greater than the total initial lateral discharge Qmax, which means 
that Hmax should be decreased by ∆d (∆d, being divided periodically by 10 
on increasing or decreasing Hmax).

7. The discharge in the pipe segment from the last emitter toward the 
downstream lateral closed end should be zero, which forms an important 
boundary condition. Practically, this condition is satisfied if the relative 
velocity at that part becomes less than a sufficiently small quantity, ε .

8. As the proper value of Hmax is sensitively reached, outflow, pressure 
head for each emitter, the discharge and flow velocity at the corresponding 
reach of the lateral pipe can be determined. Finally, water application 
uniformity of the micro-irrigation system can be  evaluated by computing 
the uniformity coefficients (UC and DULQ)  as given by Eq. (19) and Eq. 
(20), respectively.
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Figure 1. Flowchart (Steps of Algorithm) for the Present Computer Program 
(Multi-flowCAD)
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IMPLEMENTATION of DESIGN CRITERIA

An important objective of the present analysis is the sensitively 
determination of the proper value of the operating inlet pressure head, H0I 
(Hin), which can be varied within limited constraints in the design algorithms 
(initial and boundary conditions). It clearly means, preliminary increase in 
average piezometric head (∆0) varies ranging from minimum inlet pressure 
head range [ minH = H0I(min)/ avH ] toward maximum inlet pressure head range 
[ maxH = H0I(max)/ avH ]. Please note that, Fig. 3 presents visualization for 
sample input data generation for the proposed computer program (Multi-
flowCAD), which sensitively performs the following calculations, in a 
stepwise manner:

a. Determine operating inlet pressure head ranges in which the 
operating inlet pressure head is located ( minH and maxH = minimum and 
maximum ranges for the operating inlet pressure head);

b. Obtain minimum operating inlet pressure head range [ minH ] based 
on the design algorithms (for H0I, if smaller values than minH are designed, 
this would indicate that a negative value of the pressure head at any outlet 
would be apparent);

c. Obtain maximum operating inlet pressure head range [ maxH ], based 
on the design algorithms (for H0I, if larger values than maxH  are designed, 
this would indicate that the sum of outflows is greater than the initial pipe 
discharge, QI, which means that back-flow occurs from the downstream 
end toward the upstream direction of the pipeline);

d. As the proper interval of the reduced operating inlet pressure head  
[ )H/H(H)H/H()H/H(H av(max)I0maxavI0av(min)I0min =≤≤= ] is obtained, 
the favorable value of H0I should be investigated. In line with this concept, 
the following considerations should be taken into account:

e. For H0I determination,  if minH  is selected for sub-main line design, 
the value of residual flow rate at the downstream end from the last outlet 
is larger than the acceptable small quantity ( ε ), approximately zero. 
Obviously, an important boundary condition for the downstream end does 
not keep to the right in the design algorithm. Meanwhile, the residual pipe 
discharge decreases from minH toward maxH , increasingly; then, for 

maxH  it 
has a sufficiently small value, approximately zero. 

f. For sub-main line design, the design parameters should be determined 
in order to minimize the total friction drop at the end of pipeline. In this 
respect, if 

minH is selected, the total friction drop would have major values; 
then, from 

minH toward maxH , have minor values, increasingly. However, if 
maxH  is selected, the total friction drop is minimized.

g. In the design procedure, the water application uniformity is an 
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unknown parameter; other parameters should be varied to have the highest 
level of uniformity. Obviously, water application uniformity increases 

from minH toward maxH , with the highest value at maxH .

h. Resulting, the proper operating inlet pressure head is finally 
achieved at maxH , and total friction drop (hf(L)) and residual flow rate (Qr) 
for the pipe segment from the last outlet toward to downstream closed 
end  are minimized, whereas the water application uniformity (UC) of the 
system is achieved to be maximized. 

ı. For all performed simulations it should be pointed out, for the 
Multi-flowCAD, the required design parameters (Hf(L),  Qr, UC and/or DULQ) 
vary versus the operating inlet pressure head range (H0I/Hav) to achieve 
its acceptable proper value within the design criteria, while the available 
alternative procedures may have fixed values, for these unknown variables.

SAMPLE DESIGN APPLICATION

It is required to design the operating pressure head at the upstream end 
of the manifold (H0I) and determine the required hydraulic characteristics 
along the energy-grade line (EGL) (Q(i+1), q(i+1), H(i+1) and Hf (i+1)), for the 
following given data: Total number of outlets along the manifold is 33 (N 
= 33) are equally spaced at 12.0 m (s = 12.0 m), the first outlet is located 
12.0 m from the upstream end of manifold (sI = s = 12.0 m). Manifold pipe 
is of aluminum (ε = 0.1 mm), and kinematic viscosity of water is at 20 0C 
(ν = 1.01 10-6 m2s-1). 

The average outlet discharge is 0.315 Ls-1 (qav = 0.315 Ls-1), and the 
average outlet pressure head is 31.61 m (Hav = 31.61 m) with the outlet 
discharge exponent x = 0.5. The internal diameter of the horizontal (S0 
= 0.0) manifold is 4.0 in. (D = 101.6 mm). The localized head losses 
are neglected whereas the coupler head loss is considered. The distance 
between the first upstream and the last downstream outlets is L0 = (N-1).s 
= (33-1).12 = 32.12 = 384 m, and the total length of the manifold is L = L0 
+sI = 384 +12 = 396 m. In the computer program the friction factor was 
multiplied by 1.08 to account for head losses in couplers s = 12.0 m apart.

COMPUTER VISUALIZATION

Trials were made through the program to choose the proper value of 
operating inlet pressure head within certain hydraulics (initial and boundary 
conditions) and uniformity constraints. For demonstration purpose, 
the initial steps for inputs data generation (Figure 2), and outputs from 
the computer program were presented in Figures 3 and 4, respectively. 
As shown in Fig. 2, the operating inlet pressure head was sensitively 
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determined by trial-and error procedure within the limited interval based 
on the initial and boundary conditions in the design algorithm as H0I = 
33.8 m with the higher level of overall system water application uniformity 
coefficient as UC = 98.8%. From Figure 3, the pressure head at the last 
outlet was 31.8 m (H33 = 31.8 m), that means head loss between the first 
upstream and last downstream outlets was about 6%. The execution time 
for the Multi-flowCAD implementation is only about 5 second for the 
complete hydraulic calculations.

Figure 2. Computer Visualization: Program Code  and Input Data Generation 
(Sample input parameter: Outlet Distance (m))

CONCLUDING REMARKS

In this chapter, an improved computer-aided computation algorithm 
based discrete-non-uniform outflow approach was presented, and a 
user-friendly computer program in Visual Basic 6.0 language named 
Multi-flowCAD was developed for multi-outlets sub-main lines in water 
distribution network system. In the present design methodology, the design 
of the sub-main line with uniform line slope and equally spaced individual 
outlets was examined within certain hydraulics and uniformity constraints. 

In designing of the sub-main line by the present algorithm, for the 
given pipe length and inside diameter, firstly, the proper value of operating 
inlet pressure head was sensitively appointed within the design interval 
based on the initial and boundary conditions with the required hydraulic 
characteristics along the energy-grade line. The level of water application 
uniformity of the system, and total head losses between the first upstream 
and last downstream outlets were finally determined. The examination 
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results of sample design application clearly indicate that, the proposed 
computer-aided design method has the highest accuracy and sensitivity 
rather than those of the traditional methods, in which their solution requires 
very long execution time and effort for the cumbersome iterative procedure. 

In profession practice, the present improved software simulation model 
is the most suitable because only the basic equations of the hydraulics of 
steady pipe flow were efficiently used in each pipe segment which was 
divided by successive individual outlets, and can be efficiently used for 
hydraulic analyzing and designing of various types of multiple-outlets 
pipelines in sub-main distribution networks, for all performed simulations.
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Figure 3. Inputs and Outputs from Computer Program (Multi-flowCAD) for 
Sample  Design Application
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Figure 4. Inputs and Outputs from Computer Program (Multi-flowCAD) for 
Sample Design Application
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Power electronics converters widely used in power plants, electrical 
vehicles, power factor correction applications and uninterruptible power 
supplies. These converters convert the energy into different forms as AC 
or DC by using semiconductor devices such as transistors and diodes. 
The conventional hard switching converters that illustrated in in Fig. 1, 
suffers from bulky and heavy filter components as filter inductance and 
filter capacitance. Because of unfavorable filter components, the power 
converters cannot be used in the mobile systems easily. For instance, on 
account of onboard charge systems are taken place on the electrical vehicles, 
the volume and weight of charger is quite important for the vehicle range. 
Consequently, the volume of power converters should be reduced for the 
preferable industrial applications.

Power Converter

Control Circuit

LoadSource

Figure 1. Power conversion of simple power circuit.

The power density of converters can be expressed as volume W/cm3 
or W/kg and the switching frequency of converter should be increased 
for increasing the power density. However, electromagnetic interference 
(EMI) and the switching power losses are increased when the switching 
frequency is increased. The switching power losses reduce the total 
efficiency of converter and lead high temperature. EMI creates noise 
and this noise disturbs both the control of converter and the devices near 
converter. To acquire higher power density, instead hard switching (HS) 
technique, the soft switching (SS) techniques should be applied. 

The Scope of Soft Switching Technique

Soft switching aims to reduce EMI noises and switching power losses 
to obtain higher power density. The switching power losses occur while 
the power semiconductor is turned off and turned on. When the power 
transistor is turned on, the voltage of transistor starts to decrease and its 
current starts to increase during the rise time. The overlap of voltage and 
current of transistor leads turning on switching power losses. Similarly, the 
voltage of transistor starts to increase and its current stars to decrease during 
the fall time. Consequently, the turning of switching power losses occurs 
because of overlap the voltage and the current. The switching power losses 
are illustrated in Fig. 2 where include turning off and turning on switching 
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power losses. The switching power losses reduces total efficiency of the 
converter. Furthermore, fast switching leads RLC effects on the PCB ways 
and this concept causes EMI in the converter. To eliminate hard switching 
issues, soft switching techniques should be used instead hard switching. 

Figure 2. The switching power losses of semiconductor transistor.

1.	 Soft switching techniques

Soft switching techniques can be separated into two section as 
conventional techniques and advanced techniques. 

1.1.  Conventional soft switching techniques

The conventional soft switching techniques include two techniques 
as Zero Current Switching (ZCS) and Zero Voltage switching (ZVS). ZCS 
technique aims to reduce switching power losses at the turning on process 
while ZVS at the turning off process. In ZCS technique is illustrated in 
Fig. 3 (a), a series inductance is connected to semiconductor transistor 
and rising of transistor current is slowed down. Thence, the turning on 
switching power losses is reduced since the overlap of voltage and current 
of transistor is limited. A parallel capacitance is connected across the 
transistor to provide ZVS and ZVS application is presented in Fig. 3 (b). 
The rising of transistor voltage is slowed down by parallel capacitance 
when the transistor is turned off. Thus, the switching power losses at the 
turning off process is reduced by ZVS because of the overlap transistor 
voltage and current is limited. 
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L

C

(a) (b)

S S

Figure 3. The Conventional SS techniques (a) Zero current switching (b) Zero 
voltage switching.

A simple ZCS-ZVS passive snubber PWM DC-DC buck converter 
(Bodur at al., 2003) is presented in Fig. 4 and the current and the voltage 
waveforms of transistor is illustrated in Fig. 5. It is clear from Fig. 5 where 
the transistor is turned on by ZCS since the current of transistor slowed 
down by series snubber inductance LS. At the same time, the transistor 
is turned off by ZVS because the voltage of transistor is slowed down 
by parallel snubber capacitances CS1 and CS2. ZVS reduces turning off 
switching power losses and ZCS reduces turning on switching power 
losses since the overlap voltage and current is limited. 

Vi

Lm

RC

DS1

DS2

DS3 Dm

CS2

CS1

Sm LS

ZCS-ZVS Passive Snubber Cell

Figure 4. ZCS-ZVS passive snubber PWM DC-DC Buck converter.



Yakup Sahin, Naim Suleyman Ting320 .

Figure 5. Voltage and current waveforms of transistor in ZCS-ZVS passive 
snubber PWM DC-DC buck converter.

Although the passive snubber cells has simple structure and cheap cost, 
the voltage or current stress occurs on the main or auxiliary semiconductor 
elements. Therewith, the cost of main semiconductor devices is increased 
slightly. Besides, the switching power losses of semiconductor devices 
cannot eliminate completely. To eliminate switching power losses 
completely and have better efficiency, instead conventional soft switching 
techniques, the advanced soft switching techniques should be used.  

1.2.  Advanced Soft Switching Techniques

The advanced soft switching techniques aims eliminate switching 
power losses completely and provide higher converter efficiency 
conventional soft switching or hard switching. The advanced soft switching 
techniques can be separated into two section as Zero Current Transition 
(ZCT) and Zero Voltage Transition (ZVT). Contrary passive snubber 
cells, advanced snubber cells include an active semiconductor device as 
MOSFET or IGBT. 

1.2.1. Zero Voltage Transition (ZVT)

The first advanced soft switching technique introduced to literature is 
Zero Voltage Transition (ZVT) (Hua at al., 1994) presented in Fig. 6 and 
also, the current and voltage waveforms of main switch (Sm) is illustrated 
in Fig. 7. ZVT snubber cells aim to eliminate turning on switching power 
losses completely by an active semiconductor transistor. 
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Sm Ss

Ls

Ds

Figure 6. ZVT PWM DC-DC boost converter.

Figure 7. Voltage and current waveforms of main switch in ZVT PWM DC-DC 
boost converter.

In ZVT PWM DC-DC boost converter, before the control signal 
performed to the gate of main switch Sm, the voltage of main switch falls 
to zero by active snubber cell as can be seen in Fig. 7. Subsequently, the 
control signal of main switch performed while the internal diode of main 
switch is on-state. Because of the voltage and current are not overlapped at 
the turning on process, the turning on switching power losses are eliminated 
completely by aid of ZVT snubber cell. 

The parasitic capacitance energies should be recovered in an advanced 
soft switching technique. A MOSFET has a parasitic capacitance between 
drain and source and the parasitic capacitance energies in the converter 
can be recovered by ZVT technique. ZVT technique can recover parasitic 
capacitance energies and eliminate switching power losses completely. So, 
ZVT snubber cell provide pretty good efficiency. Because of MOSFETs 
has large parasitic capacitance, ZVT technique applications is suitable for 
MOSFETs. 
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1.2.2. Zero Current Transition (ZCT)

Zero Current Transition (ZCT) PWM DC-DC boost converter (Hua at 
al., 1994) introduced to literature. ZCT snubber cell presented in Fig. 8 and 
the current and voltage waveforms of Sm are illustrated in Fig. 9.

Vi

Lm

RC

Dm

ZCT Active Snubber Cell

Ls

Ds

Sm

Cs

Ss

Figure 8. ZCT PWM DC-DC boost converter.

Figure 9. Voltage and current waveforms of main switch in ZCT PWM DC-DC 
boost converter.

ZCT technique aims to eliminate power losses completely at turning 
off process. In the PWM DC-DC boost converter, while the main switch is 
on-state, the gate signal of auxiliary switch is performed and a resonance 
starts between snubber inductance LS and snubber capacitance CS. the 
current of main switch falls to zero and then the internal diode of main 
switch is turned on since a negative current flows in Sm. The gate signal 
of Sm is removed when the current and voltage of Sm is zero. Thus, the 
turning off switching power losses of Sm is eliminated completely because 
the current and voltage of Sm are not overlapped. 

Although ZCT technique eliminates turning off switching power 
losses completely, it cannot reduce turning on switching power losses. 
Also, current stress consists on Sm because of the resonance.

IGBTs has tail current when they are turned off. In this reason, ZCT 
technique suitable for IGBTs. 
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1.2.3. Zero Current-Zero Voltage Transition (ZCZVT)

Zero current-zero voltage transition (ZCZVT) combines both zero 
current transition (ZCT) and zero voltage transition (ZVT). Also, it can be 
seen as ZVZCT in the literature sometimes and it means same mean ZCZVT. 
ZCZVT aims not only to overcome the disadvantage of both ZCT and 
ZVT technique but also has advantages of these techniques. As mentioned 
above, ZVT technique eliminates the turning on switching losses perfectly 
but the turning off switching losses occur on the switch. Similarly, ZCT 
technique eliminates the turning off switching losses completely however 
switching losses occur on the switch at the turning on process. ZCZVT 
technique aims to eliminate both the turning off switching losses and the 
turning on switching losses simultaneously for semiconductor switch. A 
ZCZVT PWM DC-DC boost converter (Sahin and Ting, 2018) is presented 
in Fig. 10 and the waveforms of Sm in the converter is illustrated in Fig. 11.

Vi

Lm

RC

Dm

ZCZVT Active Snubber Cell

Ls1

Ds1

Sm

Cs

Ss

Ds2

Ls2

Figure 10. ZCZVT PWM DC-DC boost converter.

Figure 11. Voltage and current waveforms of main switch in ZCZVT PWM DC-
DC boost converter.

In ZCZVT PWM DC-DC boost converter, as illustrated in Fig. 11, 
Sm is turned on by ZVT and the turning on switching power losses are 
eliminated completely at the turning on process. Similarly, Sm is turned off 
by ZCT and the turning off switching losses are eliminated completely at 
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the turning off process. The main switch has a fair current stress and does 
not has voltage stress. 

The conventional (passive) and the modern (active) snubber cells 
are compared from many perspectives and the analyzes are presented in 
Table 1. As can be seen in the table, the modern snubber cells has more 
advantages compared with conventional snubber cells. 

Table 1. Comparison of conventional and modern snubber cells.

Passive 
Snubber ZVT snubber ZCT 

snubber
ZCZVT 
snubber

Need an auxiliary switch No Yes Yes Yes
Voltage stress on the Sm

* No No No No
Current stress on the Sm High No High No
Voltage stress on the Ss

** No Ss No No Low
Current stress on the Ss No Ss Low High High
Turning on Power losses on Sm Reduced Eliminated High Eliminated
Turning off Power losses on Sm Reduced High Eliminated Eliminated
Turning on Power losses on Ss No Ss No No No
Turning off Power losses on Ss No Ss High No No
Ease of control Simple Medium Medium Complex
Structure Simple Medium Medium Complex
Circulation losses Medium Ultra Low Medium Medium
Cost of snubber cell Cheap Medium Medium Expensive
Need for passive snubber cell No Yes Yes No
EMI on the converter No Low Medium No
Recovering of switching power 
losses No Low No Perfect

Saving PWM operation at high 
frequency Bad Good Good Medium

Operation at light loads Bad Medium Good Very good
Efficiency Low Medium Medium Perfect
Operation at high frequency No Yes Yes Yes
Operation at wide range load 
conditions No Yes Yes Yes

Recovering of parasitic 
capacitance energies No Yes No Yes

Reducing of reverse recovery 
power losses of the main diode No Yes No yes

Power density Low High High High
Dynamic response Low High High High 

*Sm: Main switch, **Ss: Auxiliary switch
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2.	 Power Loss Calculation

In a power electronics converter, power losses can be separated in three 
section which fixed losses, conduction losses and switching losses. Fixed 
losses are control circuit losses that PWM control circuit is needed for 
turning on and turning off the power switch. Further, feedback circuit where 
occurs from resistance and operational amplifiers. Fixed losses cannot be 
affected and changed, therefore, they are static and independent from load 
current and frequency. Conduction losses are depending on-resistance and 
forward voltage drop of semiconductor switch and diode. Also, the copper 
resistance of inductance and internal resistance of capacitance create power 
losses and they are included to conduction losses. Finally, PCB copper 
losses are included to conduction losses as well. Conduction power losses 
independent switching frequency but output current. Switching power 
losses include power switch turning off and turning on losses and reverse 
recovery power losses of diode. Furthermore, the gate driver losses are 
included to switching power losses. Switching power losses depend on 
both switching frequency and output current. 

2.1.  Fixed Power Loss Calculation

There is no known method for calculating fixed power losses in power 
electronics converter. Fixed losses can be obtained when the switching 
power losses and the conduction losses are subtracted from total power 
losses. 

2.2.  Conduction Power Loss Calculation

The conduction power loss of MOSFET is depended on on-resistance 
of MOSFET. Also, the conduction power loss of IGBT is depended on 
Collector-Emitter Saturation Voltage of IGBT. Finally, the conduction 
power loss of diode is depended on Forward Voltage Drop of the diode.

Conduction power loss of a MOSFET can be calculated as fallow.

[ ]2     o
ConS o DSon

in

VP I R W
V

=
                                                                                                               (1)

PConS  : Conduction power loss of MOSFET

Io          : Output current

RDSon : MOSFET on-state resistance

Vo        : Output voltage

Vin       : Input voltage
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Conduction power loss of a diode approximately can be calculated as 
fallow.

[ ]I     ConD F AVP V W≅                                                                                                                          (2)

PConD: Conduction power loss of diode

VF      : Diode forward voltage

IAV     : Diode average current

2.3.  Switching Power Loss Calculation

Switching power losses of MOSFET include turning off switching 
loss and turning on switching loss. Complete switching losses of MOSFET 
is calculated using fallowing formulas.

[ ]1 V I t f     
2SWon in o r swP W=                                                                                                                      (3)

[ ]1 V I t f     
2SWoff in o f swP W=                                                                                                                      (4)

[ ]    SWtot SWon SWoffP P P W= +                                                                                                                      (5)

PSWon  : Turning on switching loss of MOSFET

PSWoff  : Turning off switching loss of MOSFET

PSWtot  : Total switching loss of MOSFET

tr             : Rise time

tf             : Fall time

fsw          : Switching frequency

Gate charge loss of MOSFET is calculated as fallows.

[ ]V f     Gate G G swP Q W=                                                                                                                         (6)

PGate    : Gate charge power loss of MOSFET

QG        : Total gate charge

VG        : Gate-to-source voltage

3.	 Comparison of Hard Switching and Soft Switching PWM 
DC-DC Boost Converter

To show how switching power losses affect the total efficiency of the 
converter, hard switching PWM DC-DC Boost converter circuit presented 
in Fig. 12 is setup. 
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Figure 12. Hard switching PWM DC-DC boost converter.

Subsequently, ZCZVT soft switching snubber cell is connected to 
hard switching PWM DC-DC boost converter and then both converters are 
analyzed. ZCZVT PWM DC-DC boost converter is presented in Fig. 13.
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Figure 13. ZCZVT PWM DC-DC boost converter.

Both soft switching and hard converters are simulated in PSIM 
software and comparative analysis is presented in Table 2.

Table 2. Comparison of hard switching and soft switching PWM DC-DC boost 
converters.

ZCZVT PWM DC-DC Boost Converter Parameters

Switch Loss Diode Loss Total Pcon and 
Psw

Other 
losses

Total 
losses

Efficiency
Output
Power

Pcon 1.37 W Pcon 1.8W 3.17 W 1.76 W
 

5 W
 

99%
 

500W
 Psw 66 mW Psw 4.9mW 70.9 mW

Hard Switching ZCZVT PWM DC-DC Boost Converter Parameters

Switch Loss Diode Loss Total Pcon and 
Psw

Other 
losses

Total 
losses

Efficiency
Output
Power

Pcon 1.29 W Pcon 2.21W 3.5 W 1.62 W
 

12 W
 

97.6%
 

500W
 Psw 5.64W Psw 1.24W 6.88 W

Compared with hard switching PWM boost converter, it is clear 
from Table 2 that ZCZVT PWM boost converter has higher efficiency 
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at nominal output power. In an experimental application, hard switching 
PWM boost converter cannot be operated at this simulation condition 
since the operating frequency of converter is 100 kHz. At high switching 
frequency, the total losses of switch and diode rise and the temperature of 
semiconductors are raised. Consequently, the semiconductor devices are 
destroyed. 
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1. INTRODUCTION 

Materials science is known to be one of the most important branches 
of science and technology due to the usage in several application 
areas such as natural sciences, engineering astronomy, astrophysics, 
medicine, spintronics, refrigeration, particle accelerator, hydrogen 
society, pharmacology, veterinary, food, dentistry, power transmission, 
machine, mechatronics, buildings, electric and electronics, computer, 
textile, industry, radio and television technology, opto-electronics, heavy-
industrial technology, electro-optic and innovative energy infrastructure a 
(whatever comes to our mind in daily life) [1–6]. Especially, nowadays we 
begin to frequently encounter the superconducting materials in a number 
of application fields. As well known that phenomenon of superconducting 
nature was initially discovered for mercury metal by Onnes in 1911 [7]. 
The phenomenon is shortly divided in two fundamental features: (I) 
exactly zero  electrical resistivity at a certain lower temperature defined 
as the critical temperature for the transition and (I) expulsion of magnetic 
fluxoids at certain external magnetic field strengths [8]. During more than a 
century later, the scientists have endeavored to improve their fundamental 
identification properties; viz. the electrical, crystal structure, flux pinning, 
physical, opto-electronics, structural, morphological, superconducting, 
and especially mechanical performance and characterization due to 
the fact that the compounds can find much more application fields in 
technology, industry, motors, medicine and large-scale applications 
for the energy sectors [9–13]. It is to be mentioned here that of the 
characteristic features, the mechanical design performance is the most 
important aspect of every application area such as the metallurgical, 
technological, biological engineering and industrial fields for the materials 
[14–16]. Accordingly, it is not a surprising result from the explanations 
given above that the development in the mechanical performances has 
physically occupied several central positions for the application areas for 
the Bi-based solid compounds. The question appears here that how we can 
improve the fundamental mechanical design performance and mechanical 
characterization due to the fact that the Bi-containing superconducting 
ceramic compound parents with their inherit brittleness-fault feature and 
highly susceptible to cracking make some difficulties and faults for the 
technological, engineering and industrial application fields [17]. On this 
basis, the main aim should be to overcome the brittleness-fault feature. 
Once the omnipresent flaws related to the crack initiation sites, stress 
raisers and surface cracks in ceramic compounds can be eliminated in the 
crystal structure belonging to these kinds of materials, the key mechanical 
design features as regards the mechanical strength, stiffness, durability, 
ductility, hardness, toughness, fracture and especially flexural strengths 
can reach their maximum points due to the diversion or deceleration of 
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crack propagation, crack-producing flaws and dislocation movement. 
The considerable increment in the mechanical performance enables the 
mechanical engineers and scientists to pay much more attention to a new 
question about the application fields including the future heavy-industrial 
technology, electro-optic and innovative energy infrastructure application 
fields [18–24]. To sum up, the improvement in the mechanical performance 
of Bi-based superconducting parents is inevitably reality for the appearance 
of compounds in future application fields. In the current work, we search 
the effect of annealing ambient temperature (range from 830 °C to 850 °C) 
and time (24-48 h duration) on the mechanical performance features and 
mechanical identification of bulk Bi-2212 samples by making the micro 
hardness experimental tests at different indention test loads (0.245 N-2.940 
N). According to the results, the annealing ambient combination including 
the annealing temperature value of 840 °C and annealing time of 24 h is 
found to be the best annealing environment to improve the mechanical 
performance features and much more resist to the applied loads. 

2. EXPERIMENTAL DETAILS FOR PURE AND BI-SITE GD 
PARTIAL  SUBSTITUTED BI-2212 CERAMICS

The current work is the continuation of a systematic study of Bi-2212 
superconducting ceramic compounds prepared at the different annealing 
conditions (830-850 °C annealing temperature and 24-48 h annealing 
time). In this work, we investigate the vital variations in the fundamental 
mechanical design performance and mechanical characterization via 
the microhardness test measurements conducted at the various applied 
loads of 0.245N-2.940N at the room-state temperature in air atmosphere. 
Shortly, we produce 9 different compounds within the chemical formula 
of Bi2.1Sr2.0Ca1.1Cu2.0Oy with the assistant of standard solid-state reaction 
method. Firstly, all the chemical powders including the carbonates and 
oxides of CaCO3, CuO, SrCO3 and Bi2O3 with higher purity value (≥%99.9) 
are purchased from Alfa Aesar product distributor, and shortly after are 
accurately weighed within the grinding proportion of Bi: 2.1, Sr: 2.0, 
Ca:1.1, Cu:2.0 and O:y with the use of electronic balance in the medium of 
air.  After, the chemicals of powder are grounded by a grinder machine for 
the duration of 9 h to possess homogenous mixture of powders. In order 
to obtain the desired particle sizes of chemicals, the homogenous mixture 
is pulverized in an agate mortar by a grinder for 30 minutes duration. The 
resultant powder is calcined at 800 °C for 36 h in a furnace at the heating-
cooling rates of 5 °C/min under air atmosphere in the porcelain crucibles 
to remove the foreign particles, carbon rlated residuals (leading to the 
impurity phase) from the homogenous mixture. The calcined powder is 
removed from the furnace and reground in the agate mortar during the 
time of 30 min at the medium of air pressure. The last powder is pelletized 
into a rectangular bar with the volume size of 1.5x0.5x0.2 cm3 in case of 
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300 MPa load during 5 min at room temperature in order to strengthen to 
bond the atoms with together. The bulk samples are separately sintered 
at the different annealing conditions, viz. annealing temperature between 
830°C and 850 °C with the with the variation of every10 °C and 24-48 h 
annealing time with the step of 24 h.

The differentiation of fundamental mechanical performances and 
mechanical characterization with the annealing temperature and annealing 
time of Bi2.1Sr2.0Ca1.1Cu2.0Oy superconducting materials is searched with 
Vickers hardness tests based on SHIMADZU HVM-2 model digital 
microhardness tester under the indentation loads range of 0.245N-2.940N 
at the room-state temperature in air atmosphere. Every experimental 
measurement result is taken three times at the different places (due to the 
avoidance of hardening problems accumulated on the surface during the 
Vickers hardness measurements) for the duration of 10 seconds to increase 
the reliability (possessing the optimum microhardness parameters). A 
calibrated microscope is used to measure the diagonal tracks on the material 
surface. According to the diagonal lengths, we determine the variation 
of microhardness parameters with the annealing ambient (temperature 
and time) using the standard formulas present in the literature (will be 
discussed in the following sections in detail). Moreover, the microhardness 
values enable us to find other mechanical performance parameters, namely, 
fracture toughness (KIC), ductility (D), Young’s modulus (E), yield strength 
(Y) brittleness index (B), and elastic stiffness (C11) coefficients. Lastly, 
we define the role of annealing ambient on the mechanical characteristic 
features founded on the typical indentation size (called as ISE) and 
reverse indentation size effect (named as RISE) feature pertaining to every 
superconducting ceramic sample under the applied test loads [25–27]. 

 3. RESULTS AND DISCUSSION

 Variation of Key Mechanical Design Parameters Founded on 
Micro Hardness Measurements

In the present work, we will discuss the differentiation of mechanical 
performances and corresponding experimental results of Bi-based 
superconducting samples produced with the annealing temperature 
(830°C-850 °C) and time (24-48h) via Vickers microhardness experimental 
measurements performed at the varied test loads between 0.245 N and 
2.940 N. The recorded test findings are discussed in three main parts. (I) 
Definition of the best annealing ambient (temperature and time) for the 
pure Bi-2212 superconducting material exhibiting the highest mechanical 
performances and determination of a strong link between the structural 
deformation problems (crystal structure problems, porosity, voids, cracks, 
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disorders, strains, lattice strains, defects, distortions, crack-producing 
omnipresent flaws, grain alignment distributions and coupling problems 
between grain boundaries) founded on the production conditions and 
mechanical performances (mechanical durability, impact resistance, 
ductility, hardness, brittleness index, tensile and yield strength, stiffness, 
toughness, fracture, fatigue, modulus of elasticity and especially flexural 
strengths). On this basis, we discuss the role of annealing ambient on 
the active operable slip systems, crack initiation sites and stress raisers 
affecting directly the crack propagation and dislocation movement in 
the Bi-2212 crystal system. (II) Description of mechanical characteristic 
behaviors (ISE and RISE) of materials produced and determination of 
the change in the mechanical characteristic behavior with the different 
annealing ambient. (III) Expression of load-independent key mechanical 
design parameters such as KIC, D, E, Y, B, and C11 parameters with the 
experimental micro hardness curves.

One can see the change in the micro hardness parameters over the test 
loads applied (0.245N≤F≤2.940N) in Fig. 1 in detail for all the Bi-2212 
superconducting ceramic materials prepared at the different annealing 
ambient conditions. It is obvious that the micro hardness parameters directly 
related to the mechanical performance are found to depend strongly on the 
annealing ambient (especially annealing temperature). It is well known 
that the general characteristic properties of bulk Bi-2212 compounds are 
seriously improved or degraded by the several factors as regards the ionic 
radius of dopant, magnetic dipole moment of dopant (especially under 
external magnetic field), formation of bonding between the atoms, different 
chemical valence and thus various electron configurations of outer Shell, 
easier integration with the surrounding atoms and particularly structural 
deformation problems (known as the crystal structure problems, porosity, 
voids, cracks, disorders, strains, lattice strains, defects, distortions, crack-
producing omnipresent flaws, grain alignment distributions and coupling 
problems between the grain boundaries) in the bulk Bi-2212 crystal system. 
Among the factors mentioned above, the main reason for the change in the 
key mechanical design quantities and operable slip systems of our samples 
seems to be the structural deformation problems founded on the annealing 
ambient conditions. In this respect, the sample prepared at 840 °C annealing 
temperature and 24 hours annealing time exhibits the best mechanical 
performance features whereas the Bi-2212 superconducting ceramic 
material produced at the annealing ambient of the temperature of 850 °C and 
time of 48 h shows the lowest key mechanical design quantities. It is clear 
that the annealing ambient affects sensitively the durable tetragonal phase 
and the critical stress value of bulk Bi-2212 crystal system. It is stressed 
that the excess annealing ambient considerably induces permanently the 
crack initiation sites and stress raisers in the crystal system, hence the 
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flaws, voids, cracks and dislocations within the critical propagation speed 
propagate rapidly. Thus, the excess annealing temperature and period lead 
to make out of control for the dislocations and cracks. Namely, the Bi-2212 
superconducting compound prepared by the excess annealing ambient is 
much easier broken in comparison with the materials produced with the 
optimum annealing temperature and period. Now, we will focus sensitively 
on the numerical values for the mechanical design quantities. 

The Vickers hardness parameters (Hv) pertaining to the bulk Bi-
2212 ceramic compounds are evaluated from a general formula of 

)(4.1854 2d
FH load

V =  and all the computations are depicted graphically in 
Fig. 1. According to the relation, Fload displays the test load applied when 
d illustrates the mean diagonal length of tracks. The curves obtained allow 
us to picture the influence of annealing ambient on the micro hardness 
parameters for the Bi-2212 superconducting materials. On this context, 
we also give every numerical calculation related to the Vickers hardness 
in Table 1 in detail. It is apparent that the micro hardness parameters are 
sensitively dependent on the annealing ambient. That is to say, the Hv 
parameters are found to be about 3.0503 GPa, 3.4194 GPa and 2.9213 GPa 
at the constant indentation load of 0.245N the superconducting compound 
prepared at 830 °C annealing temperature for the different annealing period 
of 24 h, 36 h and 48 h while the Hv values of 3.5727 GPa, 3.2117 GPa 
and 2.7457 GPa ascribe to the bulk Bi-2212 samples produced at 840 °C 
temperature for varied annealing periods of 24 h, 36 h and 48 h. Besides, 
the compounds fabricated at the annealing temperature value of 830 °C for 
the different annealing time of 24 h, 36 h and 48 h exhibit the Hv values of 
2.9027 GPa, 2.4977 GPa and 2.4021, respectively. One can easily realize 
the similar trends for the Hv parameters at any applied test loads. According 
to the results, similar to the maximum Hv value of 3.5727 GPa at 0.245N 
indentation test load, the same sample (produced at 840 °C annealing 
temperature for 24 h annealing time) presents the highest Hv values at any 
test loads applied. Conversely, the minimum Hv parameters are observed for 
the compound prepared at the excess annealing ambient as regards 850 °C 
annealing temperature for 48 h annealing time. On this basis, the smallest 
value (1.9424 GPa) is measured for the compound (850 °C for 48 h) at 
2.940 N test load applied. The considerable change in the Hv parameters is 
directly related to the formation of new permeant structural deformations 
in the bulk Bi-2212 crystal system. Moreover, it is another probable result 
evaluated from the numerical values in Table 1 that the Hv values determined 
are found to decrease significantly with the augmentation in the test loads 
applied up to the highest level of 2.940 N. This means that the applied test 
load much harder tracks on the surface of specimen (840 °C for 24 h) as 
compared to those of other ones due to the rapid suppression in the local 
structural deformations in the crystal lattice. On the other hand, the applied 
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test load much easier damages the bulk Bi-2212 superconducting material 
prepared at the annealing combination of 850 °C temperature and 48 h 
period due to the enhancement of permanent structural deformations in the 
crystal system. Thus, it is not wrong to confirm that the excess annealing 
ambient directly harms on the mechanical performance and mechanical 
sensitivity founded on the Bi-2212 crystal structure.

The differentiations of Vickers micro hardness against the applied 
test load curves enable us to determine the fitting equations including 
the change between applied load and micro hardness values so that we 
can easily discuss the effect of annealing ambient on the mechanical 
performance of Bi-2212 superconducting materials. The fitting parameters 
(deduced from Fig. 1) are gathered numerically in Table 2 where one can 
see all the variation terms of x4 in the range from 0.05853 (for the sample 
prepared at annealing temperature of 840 °C and annealing time of 24 h) to 
0.23955 (for the Bi-2212 compound produced at excess annealing ambient 
of 840 °C annealing temperature and 24 h annealing time). It is shown 
that the optimum annealing ambient (840 °C for 24 h) makes the Bi-2212 
superconducting material degrade the mechanical sensitivity (called as the 
load-dependence) whereas the mechanical sensitivity characteristic feature 
reaches to the maximum value for the Bi-2212 superconducting material 
produced at the annealing temperature of 850 °C for the duration of 48 h. 
This is attributed to the enhancement of mechanical sensitivity feature of 
Bi-2212 compound due to the rapid increment of structural problems in the 
crystal lattice. Hence, the movements belonging to the flaws, dislocations, 
and cracks in the material (850 °C for 48 h) highly increase at any small 
test load applied as compared to those in the others.

Moreover, with the re-check of the differentiations in the Vickers 
hardness parameters over the applied indentation test load curves, it is easy 
to realize that the Vickers hardness values tend to reduce significantly with 
increasing the test load applied until such a value of about 2 N (see Fig. 1). 
It is apparent that the Hv values reach to the saturation limit region due to 
the presence of permanent structural deformations in the Bi-2212 crystal 
system and after the critical test load value ( ≈ 2 N) any enhancement in 
the magnitude of indentation test load hardly any change meaningfully 
the micro hardness parameters. Figure 1 declares that of the bulk Bi-2212 
superconducting materials the bulk sample prepared at 840 °C for 24 h 
reaches to its plateau region at further higher indentation test load value 
while the compounds produced at 850 °C for 48 h locates in the saturation 
limit region at rather lowest test loads because of the decreased critical 
stress, mechanical strength and durability founded on new induced crack 
initiation sites and stress raisers. In so doing, the micro hardness values 
of sample (850 °C for 48 h) rapidly degrade at relatively small test load 
applied. It is well known that an applying test load in the saturation region 
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is one of the most used methods to learn the load real (independent or true) 
micro hardness values for a material. Accordingly, the sample prepared 
at840 °C (850 °C) annealing temperature for 24 h (48 h) duration has the 
maximum (minimum) real Vickers values

Role of Annealing Ambient on Mechanical Characterization of Bi-
2212 Superconducting  Ceramic Compound

A material can exhibit only two main mechanical characterizations 
under test load applied. The first of them is called as typical indentation size 
effect (ISE) behavior and is in association with the non-linear differentiation 
of real microhardness features (inverse relation to the applied load). The 
second one is the untypical reverse indentation size effect (RISE) behavior 
and is in relation to the direct relation to the test load applied [28–30]. The 
reversible (sometimes named as elastic) and irreversible (sometimes called 
as plastic) deformations form together under the applied test load in the bulk 
Bi-2212 ceramic material obeying the typical ISE behavior. On the other 
hand, the formation of only irreversible deformations is found in a material 
presenting the unusual RISE nature. According to the microhardness curves 
in Fig. 1, it is apparent that every Bi-2212 superconducting material shows 
the ISE feature (formation of reversible and irreversible deformations 
together in the crystal structure). Nevertheless, it is to be stressed here that 
all the samples prepared exhibit the different level of ISE characteristic 
feature. Namely, the sample produced at the annealing temperature of 840 
°C for the annealing period of 24 h presents the highest ISE nature whereas 
the bulk Bi-2212 superconducting compound prepared at 850 °C for 48 h 
displays the lowest ISE feature against the moderate ISE characteristics for 
the other materials prepared at different annealing ambient. The change 
of ISE characteristics stems from the quality of crystallinity due to the 
variation of permeant structural deformations.

Differentiation of Mechanical Characteristics of Bulk 
Superconducting Material with Annealing Ambient

The microhardness curves in Fig. 1 allow us to determine the change 
in the key mechanical design performance quantities, viz. KIC, D, E, Y, B, 
and C11 parameters with the annealing temperature and annealing time with 
the aid of following equations: 

VHE 9635.81=                                                                                                                    (1)

3
VH

Y ≈
                                                                                                                              (2)
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αEK IC 2=          (α, surface energy)                                                                               (3)                                                                                           

IC

v

K
HB =

                                                                                                                              (4)

4
7

11 vHC =                                                                                                                            (5)

                                                                                                                                   (6)

We give numerically all the calculations preformed in Table 1. It is seen 
in Table 1 that the preparation conditions founded on annealing ambient and 
test loads applied affect sensitivity the key mechanical design performance 
quantities mentioned above. Let us discuss numerically all the parameters 
in detail. However, it is to be mentioned here that we only discuss the 
maximum and minimum values for the parameters. In this regard, the first 
findings are Young’s modulus values that are obtained to be in a range of 
292.8310 GPa (for the bulk Bi-2212 superconducting material prepared 
at 840 °C annealing temperature for 24 h annealing time)-196.8876 GPa 
(for the sample produced at the annealing temperature of 850 °C for the 
annealing period of 24 h) at the external indentation test load of 0.245 N. 
Besides, in case of 2.490 N applied test load, the maximum and minimum 
values of 271.5861 GPa and 159.2070 GPa are attributed to the Bi-2212 
ceramics produced at 840 °C for 24 h and 850 °C for 48 h, respectively. 
Other 7 samples fabricated at the different annealing ambient presents 
the moderate values. As for the yield strength parameters of Bi-2212 
superconducting compounds, the similar trend is observed. The maximum 
value of 1.1909 GPa is experimentally recorded for the bulk compound 
produced at 840 °C for 24 h while the minimum value is obtained to be about 
0.8007 GPa for the ceramic fabricated at 850 °C for 48 h at 0.245 N test load. 
Likewise, the smallest yield strength values for every material are obtained 
at the applied test load of 2.490 N. Among the samples, the compound 
prepared at 850 °C for 48 h displays the global minimum value of 0.6475 
GPa. This means that the optimum annealing ambient (840 °C for 24 h) 
strengthens remarkably the mechanical durability, stiffness and mechanical 
strength of Bi-2212 ceramic materials. Conversely, the excess annealing 
temperature and time lead to induce new permanent and artificial structural 
deformation problems, casing the beginning points of plastic deformation 
(permanent deformation or irreversible deformation) at relatively smaller 
test load applied. Moreover, one can see the similar results for the other 
parameters computed. The experimental results demonstrate that the bulk 
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Bi-2212 superconducting sample prepared with the optimum annealing 
ambient (840 °C for 24 h) requires the highest energy value to break with 
the external test load applied due to the considerable enhancement in the 
strength, stability, stiffness and durability of the material.

4. CONCLUSION

We analyze thoroughly the differentiation of fundamental mechanical 
performance (founded on the key mechanical design quantities and operable 
slip systems) and mechanical characterization of bulk Bi2.1Sr2.0Ca1.1Cu2.0Oy 
with the annealing temperatures intervals 830 °C - 850 °C and annealing 
period in a range of 24-48 h with Vickers hardness experimental 
measurements conducted at the various test loads changing between 0.245 
N and 2.940 N. The measurement results are scientifically explained in 
three main sections. In the first section, we establish a strong link between 
the annealing ambient and fundamental mechanical performances for the 
bulk Bi-2212 material depending on the structural deformation problems. 
In the second part, we describe the variation of mechanical characteristic 
behaviors (ISE and RISE) of materials with the annealing ambient. 
And the last part is related to the role of annealing ambient on the key 
mechanical design parameters such as KIC, D, E, Y, B, and C11 parameters 
with the experimental micro hardness curves. It is found that the annealing 
temperature and time affect seriously the mechanical performance 
features of Bi-2212 ceramic compounds due to the change in the active 
operable slip systems, crack initiation sites and stress raisers for the crack 
propagation and dislocation movement in the crystal system. In more 
detail, the sample prepared at 840 °C annealing temperature and 24 hours 
annealing time exhibits the best mechanical performance features whereas 
the Bi-2212 superconducting ceramic material produced at the annealing 
ambient of the temperature of 850 °C and time of 48 h shows the lowest 
key mechanical design quantities. Hence, in case of the excess annealing 
ambient, the propagation of flaws, voids, cracks and dislocations within 
the critical propagation speed accelerates rapidly and cannot be controlled. 
In conclusion, the Bi-2212 superconducting compound prepared by the 
excess annealing ambient is much easier broken as compared to the 
materials prepared with the optimum annealing temperature and period. In 
this respect, the optimum annealing ambient (840 °C for 24 h) degrades the 
mechanical sensitivity of Bi-2212 superconducting material. Conversely, 
the excess annealing ambient leads to considerably increase the mechanical 
sensitivity feature of Bi-2212 compound as a result of the significant 
increase in the number of cracks, voids and dislocations  in the crystal 
lattice. As for the second important result inferred from the current work, 
every ceramic sample obeys the standard ISE feature (but in the different 
trend depending on the annealing temperature and duration), where both 
the formations (combination) of elastic and plastic deformations together 
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appear simultaneously in the crystal structure. In the paper, we find that 
the bulk Bi-2212 ceramic compound produced at the combination of 840 
°C annealing temperature and 24 h annealing time presents the highest 
ISE nature whereas the bulk Bi-2212 superconducting compound prepared 
at 850 °C for 48 h displays the lowest ISE feature. The variation in the 
ISE behavior results from the quality of crystallinity due to the variation 
of permeant structural deformations in the crystal system. Finally, the 
differentiation in the key mechanical design performance quantities with 
the annealing ambient declares that the Bi-2212 superconducting material 
produced at the optimum annealing ambient obtains the highest mechanical 
durability, mechanical strength and stiffness features. Conversely, the 
excess annealing temperature and time cause to increase dramatically new 
permanent and artificial structural deformation problems. This is attributed 
to the beginning points of permanent plastic deformation at relatively 
smaller test load applied.
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Table 1. Key mechanical design properties including elastic modulus (E), 
yield strength (Y), brittleness index (B), fracture toughness (KIC), ductility 

(D) and elastic stiffness coefficient (C11) parameters for all the bulk Bi-2212 
superconducting compounds

Samples F (N)
Hv

(GPa)
E
(GPa)

Y
(GPa)

Kıc
(GPam1/2)

C11 (GPa)7/4 B
(m-1/2)

D
(x10-3)
(m1/2)

830°C for 
24 h

0,245 3,0500 250,0130 1,0170 1,1400 7,0400 2,6750 0,3738
0,490 2,8630 234,6530 0,9540 1,1050 6,3010 2,5920 0,3858
0,980 2,7640 226,5800 0,9210 1,0850 5,9270 2,5470 0,3926
1,960 2,7340 224,0960 0,9110 1,0790 5,8130 2,5330 0,3948
2,940 2,7210 223,0300 0,9070 1,0770 5,7650 2,5270 0,3957

830°C for 
36 h

0,245 3,4190 280,2660 1,1400 1,1230 8,5980 3,0450 0,3284
0,490 3,2680 267,8320 1,0890 1,0980 7,9420 2,9760 0,3360
0,980 3,1860 261,1030 1,0620 1,0840 7,5960 2,9390 0,3403
1,960 3,1430 257,6280 1,0480 1,0770 7,4200 2,9190 0,3426
2,940 3,1320 256,7420 1,0440 1,0750 7,3750 2,9140 0,3432

830°C for 
48 h

0,245 2,9210 239,4400 0,9740 1,2510 6,5280 2,3340 0,4284
0,490 2,6990 221,2110 0,9000 1,2030 5,6830 2,2440 0,4456
0,980 2,5820 211,6540 0,8610 1,1770 5,2600 2,1950 0,4556
1,960 2,5280 207,1630 0,8430 1,1640 5,0670 2,1710 0,4606
2,940 2,5250 206,9250 0,8420 1,1630 5,0560 2,1700 0,4608

840°C for 
24 h

0,245 3,5730 292,8310 1,1910 1,1330 9,2840 3,1550 0,3170
0,490 3,4650 284,0200 1,1550 1,1150 8,8010 3,1070 0,3219
0,980 3,3880 277,6840 1,1290 1,1030 8,4600 3,0720 0,3255
1,960 3,3370 273,4880 1,1120 1,0940 8,2380 3,0490 0,3280
2,940 3,3140 271,5860 1,1050 1,0910 8,1380 3,0380 0,3292

840°C for 
36 h

0,245 3,2120 263,2420 1,0710 1,1540 7,7050 2,7830 0,3593
0,490 3,0450 249,5380 1,0150 1,1240 7,0170 2,7090 0,3691
0,980 2,9500 241,8090 0,9830 1,1060 6,6410 2,6670 0,3750
1,960 2,9060 237,4970 0,9660 1,0960 6,4350 2,6430 0,3784
2,940 2,8980 238,1940 0,9690 1,0980 6,4680 2,6470 0,3778

840°C for 
48 h

0,245 2,7460 225,0470 0,9150 1,4620 5,8570 1,8780 0,5325
0,490 2,4510 200,9010 0,8170 1,3820 4,8020 1,7740 0,5637
0,980 2,2840 187,1880 0,7610 1,3340 4,2430 1,7130 0,5838
1,960 2,2000 180,3200 0,7330 1,3090 3,9740 1,6810 0,5949
2,940 2,1960 179,9840 0,7320 1,3080 3,9610 1,6790 0,5956
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850°C for 
24 h

0,245 2,9030 237,9150 0,9680 1,3730 6,4550 2,1150 0,4728
0,490 2,6410 216,4980 0,8800 1,3090 5,4730 2,0170 0,4958
0,980 2,4950 204,4990 0,8320 1,2730 4,9530 1,9600 0,5102
1,960 2,4280 198,9750 0,8090 1,2550 4,7210 1,9340 0,5171
2,940 2,4270 198,9250 0,8090 1,2550 4,7190 1,9340 0,5171

850°C for 
36 h

0,245 2,4980 204,7200 0,8330 1,2750 4,9620 1,9590 0,5105
0,490 2,2440 183,9260 0,7480 1,2080 4,1140 1,8570 0,5385
0,980 2,1070 172,7300 0,7020 1,1710 3,6860 1,8000 0,5556
1,960 2,0510 168,0740 0,6840 1,1550 3,5140 1,7750 0,5634
2,940 2,0480 167,8370 0,6830 1,1540 3,5050 1,7740 0,5637

850°C for 
48 h

0,245 2,4020 196,8880 0,8010 1,2020 4,6350 1,9980 0,5005
0,490 2,0900 171,2770 0,6970 1,1210 3,6320 1,8640 0,5365
0,980 1,9620 160,7990 0,6540 1,0860 3,2520 1,8060 0,5537
1,960 1,9430 159,2640 0,6480 1,0810 3,1980 1,7970 0,5565
2,940 1,9420 159,2070 0,6470 1,0810 3,1960 1,7970 0,5565

Table 2. *Fitting parameters are computed to be the highest correlation value of 
R2=1 for all the Bi-2212 ceramic compounds studied in this work

Materials *Fitting relations for every Bi-2212 superconducting 
compounds 

830°C for 24 h y = 0.12479x4 - 0.83846x3 + 1.94298x2 - 1.86821x + 
3.40327  

830°C for 36 h y = 0.10434x4 - 0.69244x3 + 1.58279x2 -1.51461x + 
3.70528

830°C for 48h y = 0.15571x4-1.03139x3 + 2.35299x2 -2.23819x + 
3.34302

840°C for 24 h y = 0.05853x4 - 0.39619x3 + 0.93884x2 -0.97526x + 
3.7609

840°C for 36 h y = 0.11015x4 - 0.73505x3 + 1.69587x2 -1.64436x + 
3.52319

840°C for 48 h y = 0.19571x4 -1.30077x3 + 2.99113x2 -2.89755x + 
3.29448

850°C for 24 h y = 0.17372x4 -1.15627x3 + 2.6626x2-2.57603x + 3.39038

850°C for 36 h y = 0.17176x4 -1.14395x3 + 2.63061x2-2.52623x + 
2.97493

850°C for 48 h y = 0,23955x4 -1,58924x3 +3,6025x2-3,30829x + 3,01894
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Figure 1. Differentiation of Vickers Hv hardness parameters against applied 
indentation test loads F.
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INTRODUCTION

It is a well-known fact that energy is vital to sustain life on earth. Energy 
will continue to be the foundation of human and economic development 
and world peace. The energy demand of the world’s countries is increasing 
exponentially. The world population is estimated to exceed 8 billion by 
2020. On the other hand, traditionally called energy sources exist in limited 
quantities on earth. The rapid depletion of fossil fuel resources, the limited 
number of reserves and variable prices around the world required urgent 
research for alternative energy. This situation led to a significant increase 
in the interest in renewable energy sources (Nestmann and Maskey, 1998).

The development of Turkish industry has increased Turkey’s energy 
demand. Our country’s current energy resources are insufficient to meet 
this energy demand. Particularly, due to the scarcity of fossil fuels and the 
increase in costs in recent years, interest in alternative energy sources has 
increased day by day (Oner et al., 2009). In order to meet the increasing 
energy demand, the use of fossil fuels is mainly caused by environmental 
pollution. In recent years this situation has become a major issue on 
Turkey’s agenda. In Turkey, as seen in the whole world, it is observed 
that there is a trend towards renewable energy sources. Considering the 
geographical location of Turkey, our country has a number of advantages 
for the most widespread use of renewable sources. In this regard, our 
country’s renewable sources such as geothermal, solar and wind should 
not be used only to meet the growing energy demand. It is also essential 
to evaluate these resources for environmental reasons (Kaygusuz, 2002).

Knowing the environmental effects of fossil fuels has increased the 
need for clean and renewable energy sources. Wind energy is a renewable 
energy source with higher growth in recent years and can be considered 
as a hope for a clean and sustainable energy-based future (Ozgener, 2011; 
Erdogdu, 2009). When the advantages of wind energy are examined; It is 
seen that features such as cleanliness, abundance and low cost come to 
the fore. The harmful emissions released from diverse sources have been 
causing unfavorable effects on the atmosphere is a known fact. Renewable 
energy sources are defined as free, clean and inexhaustible. Also, when 
fuel is not burned, wind farms do not cause fuel or air pollution. This is 
one of the important indicators that wind energy is a clean fuel.  High 
technology is not required to utilize wind energy, and there is no need for 
transportation. It can be said that the technology that converts wind energy 
into electrical and mechanical energy is a more economical technology 
than other energy conversion systems. In order to benefit from wind 
energy in the most profitable way, this energy must first be converted into 
mechanical energy and then into electrical energy.  Installing wind energy 
conversion systems in regions with sufficient wind density is very important 
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in obtaining great economic benefits (İlkiliç, 2012). The researches show 
that projects related to wind energy are indeed one of the most suitable 
methods among sustainable energy development projects.Since large-scale 
wind farm projects are very costly, long-term wind feasibility is crucial to 
obtain effective and efficient results from wind power prior to power plant 
construction. In the planned studies, before feasibility, suitable areas should 
be determined and examined,  especially according to the wind potential. 
With the help of economic, physical, environmental, social factors and a 
decision-making mechanism that should be taken into account for choosing 
the right location (Bennui et al., 2007). 

Geographic Information System (GIS)  is an important tool for 
determining the site locations in the renewable energy projects. In such 
complex applications, many systems such as high resolution remote 
sensing data and Geographic Information Systems (GIS) that support the 
decision-making process should be used. Site selection criteria can be 
developed to specify the appropriate locations for wind farms and even the 
positions of individual turbines for the highest use of resource potential. In 
order to choose between the main and sub criteria by examining the criteria 
to be selected in central location applications, the weighting of the criteria 
becomes easier with the functionality of the decision making mechanisms.  
Geographical information systems provide the opportunity to combine and 
analyze the obtained data. This makes these systems indispensable when 
solving complex problems and achieving the desired result (Yalçın and 
Yücel, 2020). 

The location selection of wind turbines in GIS requires the analysis 
of many spatial factors. These factors can be specified as topography, land 
cover, slope, aspect, protection areas (protected area, etc.) and settlement 
centers. In wind energy studies, GIS, which has developed rapidly and its 
usage area has increased in recent years, is widely used. New generation 
wind energy atlases, which can be integrated with geographic information 
systems (GIS) is used to specify the most suitable areas for wind energy 
applications. These atlases have significant benefits in terms of both time 
and money. In Turkey, Wind Energy Potential Atlas (WEPA) was prepared 
in 2006, to prepare the information on the qualifications demanded of the 
wind energy sector and to provide services to the sector. With this atlas, 
that is prepared on a GIS basis, wind  information can be provided in 
3 dimensions for every 200x200 m areas of our country’s land and sea 
areas (Malkoç, 2009; Nişancı et al., 2010). Despite everything, this atlas 
is still not enough. The reason for this is, problems such as sharing of 
spatial information among institutions, inadequate or outdated data, causes 
decision-makers make wrong decisions. In determining potential wind 
tribune areas, the local factors such as fault line, distance from residential 
areas, slope, etc. should also be included in the assessment (Nişancı et al., 
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2010).

In this study, it is aimed to achieve the suitable Wind Turbine locations 
in Kahramanmaras province, Turkey by using many variables. In the study 
area, Wind Energy Potential Atlas of the Turkey General Directorate of 
Renewable Energy (GDRE) may give investors an idea for the investments. 
But it was aimed to create a more comprehensive Land Suitability Index 
Map in GIS environment for the study area. In this context,  different 
variables were used for choosing the suitable Wind Turbine locations. 
In this study, Analytical Hierarchy Process (AHP) combined with GIS is 
used for a preliminary site selection for wind turbines in Kahramanmaras, 
Turkey (Saaty, 1980; Wind & Saaty, 1980).  The suitable areas, alternative 
areas and unsuitable areas for Wind Turbines  in the study area were 
determined in terms of Geographic Information System to guide investors 
and scientific researchers hereafter.

MATERIALS AND METHODS

Study Area

Kahramanmaraş province is selected for this study. This province is 
one of the provinces in Turkey’s Mediterranean region (Figure 1). The 
city lies on a plain at the foot of the Ahir Mountain. The surface area of 
Kahramanmaras province is 14.327 km². 59.7% of its territory is covered 
with mountains, 24% with plateaus and 16.3% with plains. Kahramanmaras 
province is 568 m above from sea level. The northern parts of the province 
are quite mountainous.  Landforms are generally composed of mountains 
that are extensions of the Southeast Taurus Mountains and depression 
plains between them. The high parts of the Kahramanmaras mountains 
generally consist of bare rocks. The lower belts are covered with forest 
texture (Anonymous, 2020a).
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Figure 1 Map of Turkey and the Study Area
There are several important studies in the literature on wind turbine 

location selection using Geographical Information Systems (GIS). In this 
study, the mentioned studies were utilized to determine the criteria of wind 
turbine selection. In this study, firstly, the criteria that can define different 
constraints on wind turbine site selection are tried to be determined. The 
individual map layers, that are corresponding to each constraint  were 
created then. The project area was divided into 30 m. - 30 m. grid cells in 
the study. Thus, each grid cell represented an alternative place for a wind 
turbine site. The chosen factors in the selection of wind turbine areas were 
determined according to the criteria used in related literature (Table 1.).

The altitude data of the study area were collected from ASTER Global 
Dem V.3 in GeoTIFF format. Slope criteria were derived from ASTER 
Global Dem V.3 (NASA, 2019). Distance, Roads and Transmission criteria 
were downloaded from OpenStreetMap (Anonymous, 2020b). Fault line 
criteria were obtained from the General Directorate of Mineral Research 
and Exploration (GDMRE)’s Turkey active fault map (Anonymous, 2020c). 
Capacity factor criteria were taken from Global Wind Atlas (Anonymous, 
2020d). Annual precipitation criteria were downloaded from the Worldclim 
website (Anonymous, 2020e).

In the study, seven GIS layers stating physical criteria were identified. 
Then, these criteria subjected to a GIS analysis to select suitable sites 
for wind turbines. In order to calculate the land suitability index map of 
the area studied, the spatial analysis techniques mentioned below were 
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obtained using the ArcGIS:

• The attribute tables of each thematic layer were updated.

• Every selected criteria were converted to raster format.

• Slope criteria were derived from ASTER Global Dem V.3.

• All data were converted to 30 meter resolution.

• The Weighted Sum analysis combined with AHP is used to determine 
the appropriate sites for the wind turbine within the study area.

Table 1. MCDA modelling  environmental data set. (Anonymous, 2020b), 
(Anonymous, 2020c), (NASA, 2019), (Anonymous, 2020d), (Anonymous, 2020e)

Criteria Name                      Description Source

Distance Distance from Residential areas 
(m) Derived from OpenStreetMap

Slope Slope in degrees obtained from 
altitude (%)

Derived from ASTER/
ASTGTM.003

Faults Distance from Faults (m) Derived from Active Fault Map 
of Turkey

Roads Distance from Roads (m) Derived from OpenStreetMap

Transmission Distance from Transmission 
Lines (m) Derived from OpenStreetMap

Capacity Capacity Factor (%) Derived from Global Wind Atlas

Precipitation Annual precipitation (mm) Derived from WorldClim

Analytic Hierarchy Process

In this study, the AHP technique, will be used for the determination 
of suitable places for Wind Turbines. The main reason for this is AHP is a 
frequently used multi-criteria decision-making technique in the literature. 
The selected criteria for the study area will be weighted according to this 
method. AHP technique is a structural technique. It is often used to analyze 
involved criteria in solving complex problems. In AHP model, the binary 
comparison matrix is provided based on the binary comparisons between 
the criteria. Subsequently, the weights of the criteria are determined.

Table 2. AHP evaluation scale  (Saaty, 1980).
Numerical value of Pij                       Definition
1 Equal importance of i and j
3 Moderate importance of i over j
5 Strong importance of i over j
7 Very strong importance of i over j
9 Extreme importance of i over j)
2,4,6,8 Intermediate values

Saaty developed the AHP mathematical method in 1977. The aim of 
this method is to analyze complex decisions involving various criteria 
(Table 2). Due to the literature, AHP method, is one of the most effective 
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methods used in spatial planning in recent years (Ayday et al., 2014; 
Uyan, 2017). In AHP method, taking into account the scale of importance, 
the criteria are weighted between 1 and 9, (Saaty, 1990).  The weight of 
the criteria is actually important in obtaining the result in this method. 
Eventually the weights can be different, depending on the preferences of 
the decision makers’. 

In this study, the seven criteria are identified for AHP analysis. The 
chosen criteria were evaluated in the AHP analysis software. Used  software 
is prepared by Goepel (2018) and provided online. Therefore  first of all, a 
binary comparison was made for AHP priorities. The selections were made 
in the range of 1-9 on the AHP scale and were calculated automatically, 
depending on the importance of the criteria,  (Anonymous, 2020f). 

Criteria

In this study the following factors were considered in the determination 
of the suitable areas for wind energy plants: Distance from Residential 
Areas, Slope, Distance from Faults, Distance from Roads, Distance from 
Transmission Lines, Capacity Factor and Annual precipitation. 

Each criteria are explained below. 

Distance from Residential Areas 

The proximity of wind turbines to residential areas can be considered 
as an economic factor. Therefore, wind turbine placement should be done 
close to residential areas. In the study, for residential areas, with a <500 
m. buffer zone is identified as 1, 500-1000 buffer zone is identified as 2, 
1000-1500 m. buffer zone is identified as 3, 1500-2000 m. buffer zone is 
identified as 4, 2000-2500 m. buffer zone is identified as 5, 2500-3000 m. 
buffer zone is identified as 6, 3000-3500 m. buffer zone is identified as 7, 
3500-4000 m. buffer zone is identified as 8 and > 4000 m. buffer zone is 
identified as 9 (Figure 2.). 
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Figure 2. Suitibility Index Map of the Distance from Residential Areas of the 
Study Area

Slope 

It is seen that inclined and hilly regions prevent stable wind regime. It 
is the right decision to build wind turbines where the slope is low. The slope 
was divided into nine parts in the study. 0–1% buffer zone  is identified as 
9, 1–2% buffer zone is identified as 8, 2–4% buffer zone is identified as 7, 
4–8% buffer zone is identified as 6, 8–12% buffer zone is identified as 5, 
12–16% buffer zone is identified as 4, 16–20% buffer zone is identified as 
3, 20–24% buffer zone is identified as 2 and >24% buffer zone is identified 
as 1. (Figure 3.).

Figure 3. Suitibility Index Map of Slope of the Study Area
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Distance from Faults

Wind turbines should not be located in areas close to places with high 
earthquake risk. This situation was taken into account in the evaluation. In 
the study, for distance from faults, with a <1000 m. buffer zone is identified 
as 1, 1000-2000 buffer zone is identified as 2, 2000-3000 m. buffer zone 
is identified as 3, 3000-4000 m. buffer zone is identified as 4, 4000-5000 
m. buffer zone is identified as 5, 5000-6000 m. buffer zone is identified as 
6,6000-7000 m. buffer zone is identified as 7, 7000-8000 m. buffer zone 
is identified as 8 and > 8000 m. buffer zone is identified as 9 (Figure 4.). 

Figure 4. Suitibility Index Map of Distance from Fault Lines of the Study Area

Distance from Roads

In wind turbine location selection roads are an economical and 
efficient criterion. Infrastructure works in areas close to main roads can 
reduce costs. (Uyan, 2017; Yalçın and Yüce, 2020). This situation has been 
taken into consideration in the evaluations.. In the study, for distance from 
roads, with a <250 m. buffer zone is identified as 9, 250-500 buffer zone is 
identified as 8, 500-1000 m. buffer zone is identified as 7, 1000-1500 m. 
buffer zone is identified as 6, 1500-2000 m. buffer zone is identified as 5, 
2000-2500 m. buffer zone is identified as 4, 2500-3000 m. buffer zone is 
identified as 3, 3000-3500 m. buffer zone is identified as 2 and > 3500 m. 
buffer zone is identified as 1 (Figure 5.). 
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Figure 5. Suitibility Index Map of Distance from Roads of the Study Area

Distance from Transmission Lines

The energy generated by the wind turbine should be easily transmitted 
to the transmission network. Therefore, it is more accurate to place wind 
turbines in areas close to transmission lines. In this study, for distance from 
the transmission lines, with a <1000 m. buffer zone is identified as 9, 1000-
2000 buffer zone is identified as 8, 2000-3000 m. buffer zone is identified 
as 7, 3000-4000 m. buffer zone is identified as 6, 4000-5000 m. buffer zone 
is identified as 5, 5000-6000 m. buffer zone is identified as 4, 6000-7000 
m. buffer zone is identified as 3, 7000-8000 m. buffer zone is identified as 
2 and > 8000 m. buffer zone is identified as 1 (Figure 6.).
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Figure 6. Suitibility Index Map of Distance from Transmission Lines of the Study 
Area

Capacity Factor

The capacity factor is expressed as the ratio of the power produced 
by a power plant in a certain time period to the power it can produce at 
its maximum capacity. It is a known fact that more power and income is 
obtained in the wind turbine to be installed in places with higher capacity 
factor compared to places with low capacity factor. The capacity factor 
was divided into nine parts in the study. 1–6% buffer zone is identified as 1, 
6–12% buffer zone is identified as 2, 12–18% buffer zone is identified as 3, 
18–24% buffer zone is identified as 4, 24–30% buffer zone is identified as 
5, 30–36% buffer zone is identified as 6, 36–42% buffer zone is identified 
as 7, 42–48% buffer zone is identified as 8 and >48% buffer zone is 
identified as 9. (Figure 7.).
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Figure 7. Suitibility Index Map of Capacity Factor of the Study Area

Annual Precipitation

Precipitation is an important factor in wind turbine site selection.The 
areas with more rainfall will generate more runoff, and that will affect wind 
turbine sites. The annual precipitation was divided into nine parts in this 
study. In the study, for annual precipitation, with a <472 mm. buffer zone 
is identified as 9, 472-511 mm.  buffer zone is identified as 8, 511-550 mm. 
buffer zone is identified as 7, 550-584 mm. buffer zone is identified as 6, 
584-616 mm. buffer zone is identified as 5, 616-651 mm. buffer zone is 
identified as 4, 651-689 mm. buffer zone is identified as 3, 689-736 mm. 
buffer zone was is identified as 2 and > 736 mm. buffer zone is identified 
as 1 (Figure 8.).
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Figure 8. Suitibility Index Map of Annual Precipitation of the Study Area
Factors belonging to the study area were interpreted in the GIS 

environment. Then,  whole the obtained raster data were converted to 30 
m. resolution. The Weighted Sum analysis in the Spatial Analyst Tool in 
the ArcGIS program was used in this study to create a Land Suitability 
Index Map for Wind Turbine siting. The criteria weights obtained in AHP 
method are used in the analysis (Figure 10).

RESULTS AND DISCUSSION 

Multi-criteria decision making is using widely in spatial planning 
nowadays and AHP method is a significant  method of  multi-criteria 
decision making. When the literature on this subject is examined, it is seen 
that, AHP  is one of the most effective methods used in spatial planning in 
recent years. In the AHP method, users are enabled to identify the weights 
of the criteria in the solution of a multi-criteria problem. In this method, 
a hierarchical model is used for every problem, consisting of objectives, 
criteria, sub-criteria and alternatives.  (Saaty, 1990). For selecting suitable 
sites for the wind energy plants, in this study, it was targeted on the use of 
GIS together with MCE methods. The weights of the criteria, used in the 
site selection process were obtained separately by binary comparisons with 
the AHP. Determination of weights with AHP method gives very positive 
results. In this method, considering to the scale of importance, the criteria 
are weighted between 1 and 9. The weights of the criteria, creating the 
hierarchy are calculated, after the problem is set in a hierarchical structure 
(Öztürk & Batuk, 2010).
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Scoring was made using the utilized preference scale suggested by 
Saaty (1980) in the study for evaluating the criteria included in a level 
compared with other criteria included in the next hierarchical level (Table 
2). Subsequently, a pairwise comparison matrix is then created (Saaty, 
1980, Saaty, 1990). The pairwise comparison matrix consists of n(n − 1)/2 
comparisons, for n number of elements (Malczewski, 2010, Öztürk & 
Batuk, 2010).

In the study, seven criteria (distance from residential areas, slope, 
distance from faults, distance from roads, distance from transmission lines 
capacity factor and annual precipitation) obtained for AHP analysis are 
evaluated in the online software  (Anonymous, 2020c), prepared by Goepel 
for making AHP analysis (Goepel, 2018).

Firstly, a double comparison was made for AHP priorities (Figure 8). 
Depending on the importance of the criteria, 1-9 selections were made in the 
AHP scale and then calculated automatically. As a result of the calculation, 
the Consistency Ratio was determined as 5.70% and the weights of the 
criteria were determined as a result of the double comparison (Table 3). It 
is considered that the judgments exhibit a sufficient degree of consistency 
and that the assessment can be continued, in the case where the consistency 
ratio calculated for the judgments is below 0.10, (Öztürk & Batuk, 2007; 
Akıncı et al., 2013).
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Figure 9 The pairwise comparison module in the software (Anonymous, 2020f); 
AHP Evaluation Scale: 1- Equal importance, 3- Moderate importance, 5- 

Strong importance, 7- Very strong importance, 9- Extreme importance, 2,4,6,8- 
Intermediate values

Table 3. Resulting weights for the criteria based on pairwise comparison

  Category                                                                                         Priority Rank

Capacity Factor 38.40%  1

Slope 14.90% 2

Distance from Faults 14.30%  3

Distance from Residential Areas 9.80%   4

Distance from Transmission Lines 9.10% 5
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Distance from Roads 8.90%   6

Annual Precipitation 4.60%   7

In this study, selected criteria weights are calculated with AHP 
method. Resulting weights for the criteria based on pairwise comparison 
was calculated as 38.4% for Capacity Factor, 14.9% for Slope, 14.3% for 
Distance from Faults, 9.8 for Distance from Residential Areas, 9.1% for 
Distance from Transmission Lines, 8.9% for Distance from Roads and 
4.6% for Annual Precipitation (Table 3). GIS is used for obtaining weights 
of the factors. Weighted Sum analysis, one of the analyzes of the Spatial 
Analyst Tool included in the ArcGIS program is used for creating the land 
suitability index maps for the  Wind Turbine siting (Figure 9.). The validity 
of the created map was checked with the locations of the present wind 
turbines in the study area.

The criteria selected due to the general characteristics of the study 
area were integrated with ArcGIS software. The suitable areas for the WEP 
installation were determined by using the weight values obtained with 
AHP. The land suitability index map is created in the range of 1-9. The  
land suitability index map is divided into three categories subsequently: 
“unsuitable areas”, “alternative areas” and “suitable areas”. According 
to the obtained results, 26.05% of the working area are suitable for the 
establishment of a solar power plant. 42.15% of the study area are in an 
alternative suitability and 31.80% of the area is  not suitable for building a 
wind energy plant.
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Figure 10. Land suitability index map of the study area

Conclusions

As a result of the study, the following results were obtained:

1.	 In Turkey, the majority of the energy needs are provided from 
imported fossil fuels. Our country has the opportunity to pursue a 
sustainable, secure and clean energy policy by making use of its renewable 
energy resources. In parallel to Turkey’s development and economic 
growth, energy demand is in a continuous growth. Therefore, this study 
and similar studies support our country’s policy of obtaining clean energy 
from renewable energy sources.

2.	 The amount of energy consumed per person in developed 
countries is higher than in Turkey.  Recently, in the world and in Turkey, 
the concept of global warming and the negative impact it has come to the 
fore. This situation shows that an unsustainable economic development 
has a significant cost. In terms of energy production, fossil fueled power 
plants such as coal, fuel-oil and natural gas cause an increase in average 
temperatures due to the carbon dioxide and similar greenhouse gases 
they release into the atmosphere. Accordingly, the natural balance is also 
deteriorating. This study and similar studies can increase the interest of 
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people who want to invest in wind energy.

3.	 When Turkey’s conditions examined, the investments in renewable 
energy are exposed to various risks and difficulties. For this reason, 
investments in wind energy can be very limited. This and similar studies 
can be used to reduce the risk of wind energy investors in the location 
selection process.

4.	 Wind energy is more advantageous than hydraulic and thermal 
power plants. Wind energy is a competitive form of energy and has many 
advantages. The result of this study specifies that the potential of wind 
energy  in Kahramanmaras and in the Eastern Mediterranean region of 
Turkey is sufficient to produce electricity.

5.	 Kahramanmaras’ s power plant installed capacity is 4348 MW. 
There are 2 wind power plants in Kahramanmaras, one in Caglayancerit 
and Andirin districts. Wind power plants in Kahramanmaras produce 
approximately 85.10 MW of electricity annually. This constitutes 2% of the 
total electricity generation. In addition, 2 wind power plants are planned to 
be built. Despite this, it is seen that the share of wind power plants during 
electricity generation in Kahramanmaras is low. It is thought that the study 
conducted may be effective in increasing this share.

6.	 In the land suitability index map, it was seen that a large part of 
Afsin and Elbistan districts consisted of suitable and alternative areas for 
the installation of a wind power plant. Also, southeast and southwest parts 
of  Nurhak district, east and northeast parts of Pazarcik district, west and 
northwest parts of Goksun district, southeast parts of Onikisubat district, 
southwest parts of Ekinozu district have suitable or alternative areas for 
WEP siting. In the study area, Dulkadiroglu district is, the  less suitable 
district  for WEP siting.

7.	 In this article, a site selection study for WEP investment in the 
Kahramanmaras province is conducted. A GIS based AHP method, 
based on seven different criteria is chosen for his purpose. In this study, 
the areas which are determined as suitable for WEP determined are very 
compatible with the current WEP locations. This showed that we used 
generally sufficient  criteria in our study for evaluations. Therefore, the 
Land suitability index map  of the study area can be used in preliminary 
evaluations for investors. 

8.	 It is a well-known fact that determining suitable sites for wind 
turbine projects is a complex process that does not depend solely on physical 
criteria. It also includes other economic, physical, social, environmental 
and political criteria that can lead to different consequences. Based on this, 
further research is suggested to test their suitability for renewable energy 
purposes at selected wind turbine sites.
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9.	 Today, our country provides attractive investment opportunities 
for domestic and foreign investors, especially in investments in wind 
and solar energy. By improving the investment environment and the 
provision of energy reform, in the coming years Turkey will become an 
increasingly more attractive market for the investors. In this context, this 
study is important for the investors, who will invest in the Kahramanmaras 
province.
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1. Introduction

 The use of friction stir welding method in the joining of metallic 
materials is increasing over time. Friction stir welding (FSW) offers 
superior mechanical properties in metal joining. This situation encourages 
researchers on the subject of metal joining. As a result of the studies, it was 
possible to combine Polymers with FSW. The joining of polymers with 
FSW is a new study issue. More courageous studies are needed in this area 
and much more investigations are needed on the subject.  

A superior mechanical property and good a surface quality is aimed 
in joining polymer materials with FSW. A good tool design and suitable 
welding parameters are important for this. Vijendra and Sharma (2015) 
investigated the material flow and weld formation mechanism in joining 
of thermoplastics materials with FSW. In process, the welding tool was 
heated by induction. Banjare, Sahlot and Arora (2017) improved the 
tensile strength of friction stir welded polypropylene. In their studies was 
used heated tool and the welds was produced with more ductility than the 
conventional FSW. Sheikh-Ahmad, Alia, Devecib, Almaskaric and Jarrara 
(2019) studied on friction stir welding of HDPE carbon black composite. 
The effects of welding parameters were investigated on welding quality. 
The welding temperature was measured with special techniques. Azarsa and 
Mostafapour (2013) developed a new method of friction stir welding for 
producing of polymer metal surface or bulk composites in order to enhance 
the mechanical, electrical and thermal properties. The rotating pin with 
heating system was designed for a successful welding. Karagoz and Oksuz 
(2018) studied relationship between the microstructure and the mechanical 
properties and the joining performance by joining the thermoplastics with 
FSW. Lambiase, Paoletti, and Di Ilio (2015) investigated the influences 
of welding parameters on mechanical behaviour.  The polycarbonate 
sheets were joined with friction stir spot welding (FSSW) and an artificial 
neural network (ANN) model was developed to relationship between 
experimental measurements and model. Kaddour, Miloud, El Bahri, and 
Abdellah (2019) studied on the weldability of high-density polyethylene 
(HDPE) using the friction stir welding technique. A parametric choice was 
made to optimize welding parameters. Eslami, Miranda, Mourão, Tavares, 
and Moreira (2018) et al. aimed to find the optimal welding set for polymer 
material joining by FSW.  Taguchi method were used to select of welding 
parameters. Also welding temperature was recorded during process for 
study. Squeo, Bruno, Guglielmotti and Quadrini (2009) investigated 
FSW of polyethylene sheets with a single pass. Also, double passing was 
examined and introduced several technical problems in FSW process. 
Moochani, Omidvar,  Ghaffarian  and Goushegir (2019) introduced a 
new heat-assisted stationary shoulder FSW tool design.  The constant tool 
temperature was provided during the FSW process.  Effect of the process 
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parameters was investigated using Taguchi method and analysis of variance.  
Moreno-Moreno et al. (2018) investigated effects of rotational and welding 
speed on the mechanical properties and thermal behaviour in friction stir 
welded joints of high-density polyethylene.  The non-rotational shoulder 
was used in the experiments. The mechanical properties were determined 
according to tensile and hardness values. Paoletti, Lambiase and Di Ilio  
(2016) studied the effect of the main FSSW process parameters on the 
developing forces (plunging force and torque), tool and weld temperature.  
Additionally, the mechanical behaviour and geometry of the joints was 
investigated. Polycarbonate (PC) materials was used for properties of high 
mechanical strength and toughness. Küçükrendeci  (2019) investigated 
determine to suitable welding parameters in welding of polypropylene 
sheets with FSW method. The weld zone microstructure was examined and 
Shore hardness measurements were made. Charpy impact test was used to 
determine welding parameters. 

Joining of polypropylene sheets with friction stir welding has 
recently gained value. In addition, the strength of the weld zone is also 
important. A strength joining of welding occur in suitable and controllable 
welding parameters. In this study is determinates welding parameters 
of polypropylene sheets joined by the friction stir welding (FSW). The 
values of tensile strength and elongation of welded joints were compared 
according to values of the main material. Same time, the microstructure 
properties of the welded section was examined.  

2. Materials and Methods

2.1 Welding Method

Friction Stir Welding is a solid-state process, which means that the 
objects are joined without melting point. This opens up whole new areas 
in welding technology. The FSW is used as rapid and high in quality welds 
of alloys. The different materials can be joined with FSW and this method 
is very important a advantage. In FSW, a cylindrical shouldered tool with 
a profiled pin is rotated and plunged into the joint area. The parts have to 
be securely clamped to during FSW, because the joint faces from being 
forced apart. Frictional heat between tool and the materials causes to soften 
without reaching melting point, allowing the tool to traverse. The doughy 
material, transferred to rear edge of the tool pin through intimate contact 
with the tool shoulder and pin profile. During cooling, a solid phase created 
between the materials. For example, friction stir welding can be used to 
join aluminium sheets and plates. In FSW is not filler wire or shielding gas. 
Material thicknesses ranging from 0.5 to 65 mm can be welded from one 
side.  The porosity or internal voids has not in welding zone.
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In FSW method, the focus has traditionally been on non-ferrous alloys, 
but recent advances have challenged this assumption, enabling FSW to be 
applied to a broad range of materials. FSW has been proven successful on 
numerous of alloys and materials, including high-strength steels, stainless 
steel, titanium and polymer materials. A improvements on the existing 
methods and materials as well as new technological development, an 
improvement is expected.

The FSW process involves joint formation below the base material’s 
melting temperature.    With FSW, the heat input is purely mechanical and 
thereby replaced by force, friction, and rotation. Several studies have been 
conducted to identify the way heat is generated and transferred to the joint 
area.

The simple pin-shaped, non-profiled tool creates frictional heat and 
is very useful if enough downforce can be applied. Unfortunately, the 
oxide-layer breaking characteristics are not very good, and as material 
thickness is increased, welding heat at the lower part of the joint may be 
insufficient.    With parameter adjustment and tool geometry optimisation, 
the oxide-layer could be broken more effectively. The need to generate 
more frictional heat and break the oxide-layer more effectively has been a 
driving force in tool development for light-metals. Especially as many of 
the intended applications are considered critical. The traces of the tool left 
in the seam is important.

The process of FSW is most suitable for components which are flat 
and long (plates and sheets) but can be adapted for pipes, hollow sections 
and positional welding. The welds are created by the combined action 
of frictional heating and mechanical deformation due to a rotating tool. 
The maximum temperature reached is of the order of 0.8 of the melting 
temperatures.   The tool has a circular section except at the end where 
there is a threaded probe or more complicated flute; the junction between 
the cylindrical portion and the probe is known as the shoulder. The probe 
penetrates the workpiece whereas the shoulder rubs with the top surface. 
The heat is generated primarily by friction between a rotating--translating 
tool, the shoulder of which rubs against the workpiece. The welding 
parameters have to be adjusted so that the ratio of frictional to volumetric 
deformation--induced heating decreases as the workpiece becomes thicker 
(Figure 1).
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Figure 1: General FSW method
The microstructure of a friction stir welding depends in detail on 

the tool design, the rotation and translation speeds, the applied pressure 
and the characteristics of the material being joined. There are a number 
of zones. The heat-affected zone (HAZ) is as in conventional welds. The 
central nugget region containing the onion-ring flow-pattern is the most 
severely deformed region, although it frequently seems to dynamically 
recrystallise, so that the detailed microstructure may consist of equiaxed 
grains. The layered (onion-ring) structure is a consequence of the way in 
which a threaded tool deposits material from the front to the back of the 
weld. It seems that cylindrical sheets of material are extruded during each 
rotation of the tool, which on a weld cross--section give the characteristic 
onion-rings (Figure 2). The thermomechanical-affected zone lies between 
the HAZ and nugget; the grains of the original microstructure are retained 
in this region, but in a deformed state. The top surface of the weld has 
a different microstructure, a consequence of the shearing induced by the 
rotating tool-shoulder. 

Figure 2: Characteristic microstructural zones
The process can be primarily used in industry to join aluminium alloys 

of all grades, whether cast, rolled or extruded. FSW has been shown to 
weld aluminium alloy butt joints with a thickness of between 0.3mm and 
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75mm in a single pass, depending on the alloy grade and capability of the 
FSW machine. Other materials that have been joined with FSW include 
magnesium, titanium, copper, nickel and steel alloys, while plastics and 
metal matrix composites (MMC). This process has also been shown to be 
able to join dissimilar combinations of these materials including aluminium 
to steel

2.2 Material and Tool Desing

In study, polypropylene (PP) sheets were used as main material.  The 
sheets were acquired commercially and were thickness of 8 mm. PP has 
strong chemical resistance and it is low cost and it is used to very various 
applications. The physical and mechanical properties of PP was showed in 
Table 1. 

Properties of PP material are permanent-heat stability, high chemical 
resistance, high corrosion resistance. Areas of use of PP materials are 
chemical installations, pharmaceuticals and bioindustry, livestock farming 
and agriculture, fish farming and food production. At the same time, PP 
material is used in the production of ventilation ducts and electrolysis 
coating pools. PP materials are particularly resistant to chemical abrasion.

Table 1:  Physical and mechanical properties of polypropylene (Simona, 2020)

Yield Stress 
[MPa]

Elongation
at yield [%]

Density
[g/cm3]   

Shore hardness
D

Melting temperature 
[oC]

32 8 0.9 70      160-165
 

The welding quality and tool wear are two important considerations 
in the selection of tool material, the properties of which may affect the 
weld quality by influencing heat generation and dissipation. The weld 
microstructure may also be affected as a result of interaction with eroded 
tool material. Tool wearing is a undesirable effect on the weld microstructure 
and same time this situation increases the processing cost of FSW. Owing 
to the severe heating of the tool during FSW, significant wear may result 
if the tool material has low yield strength at high temperatures. Stresses of 
tool are dependent on the strength of the workpiece at high temperatures.  

Tool geometry affects the heat generation rate, traverse force, torque 
and the thermomechanical environment experienced by the tool. The flow 
of plasticised material in the workpiece is affected by the tool geometry 
as well as the linear and rotational motion of the tool. Important factors 
are shoulder diameter, shoulder surface angle, its shape and size of pin 
geometry and the nature of tool surfaces.
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The dia meter of the tool shoulder is important because the shoulder 
generates most of the heat, and its grip on the plasticised materials largely 
establishes the material flow field. Both sliding and sticking generate 
heat whereas material flow is caused only from sticking. For a good FSW 
practice, the material should be adequately softened for flow, the tool 
should have adequate grip on the plasticised material and the total torque 
and traverse force should not be excessive. The shape of the tool shoulder 
surface is an important for tool design. The shape of the tool pin influences 
the flow of plasticised material and affects weld properties.

Compared with the tool shoulder, the tool pin suffers much more 
severe wear and deformation, and the tool failures almost always occur 
in the pin. This can be occurred several reasons. For example, the tool pin 
is completely immersed in the workpiece and, therefore, has been to face 
more resistance to it compared with the tool shoulder, only a small part of 
which is inside the workpiece.

Three different types of tools were used in the study. The pin shape 
of these tools has been designed and manufactured as conical. Each 
conical pin has different dimensions. Pins were produced in the form of 
grooves. The tools used to this experiment were made of 4140 steel tool 
and tool hardness was 44 HRC. Three different types of tools were used 
in experimental studies. The tool shape is designed and manufactured 
specifically for this work. Figure 3 showed the tool dimensions and shape.  
Table 2 showed the dimensions of the tools.  

		  (a)	 (b)
Figure 3:  a-Tool dimensions, b-Tool shape
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Table 2: The dimensions of tools

2.3 Experimental  Procedure

The polypropylene sheets were joined in side to side with FSW. The 
universal milling machine were used in the welding process. This machine 
has mechanical setting and classical clamping fixtures.  Figure 4 showed 
the welding process in study. A sample clamping fixtures was designed and 
manufactured to enable proper welding.

Figure 4: The welding process
In the experimentally analyses, classical experimental methods 

were used for the analyses of the mechanical testing. Tool type, rotation 
speed and welding speed were selected for each welding parameter. High 
mechanical behaviour is desirable from welded joints. In the analyses are 
taken into account tensile strength and elongation of welded joints.  The 
welding parameters can be determined to test results.

Firstly, a series of welding parameters were selected. These are 
rotational speeds and welding speeds for three different tools. The tool 
rotational speed and machine table speed of the milling machine were 
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set. Selected parameters showed in Table 3.  The PP sheets were securely 
attached to the workbench with the clamping fixture. The shoulder section 
of the tools is concave shape and this shape pushes dough material back 
into the welding zone without moving it out.  The tool has a pin and the 
grooves are machined on the pin. The grooves regulate the downward flow 
of my material. PP sheets prepared with dimensions of 100x200x8 mm 
were combined with FSW according to selected parameters. The welded 
material was prepared in milling machine for tensile tests.   The welding 
process was carried out at room temperature. Welded PP sheets are shown 
in Figure 5. In Fgure 6, sample dimensions are seen for tensile tests.  

Welding in the butt joint configuration is much more challenging than 
in the lap joint configuration, and a modification in the clamping setup 
was required to guarantee that the welding tool is always in-between the 
abutting plates, as well as avoiding lateral movements of the plates under 
the axial forces. Usually, the lateral movement of the plates occurs due to 
the tool’s torque during the plunging stage, which pushes the plates aside 
from the tool, and consequently results in defect formation.  In Figure 5 
seen to adequate butt-welding configuration.  

Standard test method for tensile properties of plastics (ASTM D638 
standard) was used in the tensile testing. Tests was performed at room 
temperature with test speed of 10 mm/min. The average three sample 
were tested to determine tensile strength and elongation. The sample was 
moulded for the microstructure examination. Microstructure image of the 
welded section was taken from a Nikon MA 200 Eclipse Polarized Light 
Microscope (Figure 7)

ASTM D638 standard is test method covers the determination of the 
tensile properties of unreinforced and reinforced plastics in the form of 
standard dumbbell-shaped test specimens.  This test is applied in conditions 
of pre-treatment, temperature, humidity, and testing machine speed.  This 
test method is applicable for testing materials of any thickness up to 14 
mm. Materials with a thickness greater than 14 mm (0.55 in.) shall be 
reduced by machining. In This test method can be determined Poisson’s 
ratio at room temperature. Test data obtained by this test method have been 
found to be useful in engineering design. The specimen is added into tensile 
grips. The test is beginning   by separating the tensile grips at a constant 
rate of speed. Speed depends on specimen shape and can range from 1.5 
– 500 mm per minute. The target time from start of test to break should 
be from 30 seconds to 5 minutes. The test is ended after sample break 
(rupture). The values of tensile strength, elongation at yield, modulus of 
elasticity and poison’s ratio can be obtained in results of tests.
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Table 3: The selected parameters of FSW 
Welding 
condition

Tool type Tool rotational speed 
(rpm)

    Welding speed  
(mm/min)

1 1 560 11.2
2 1 900 16
3 1 1400 22.4
4 2 560 16
5 2 900 22.4
6 2 1400 11.2
7 3 560 22.4
8 3 900 11.2
9 3 1400 16

Figure 5: Welded PP sheets

Figure 6: Sample dimensions
3. Results and discussion

 PP sheets were successfully welded with FSW. Tensile tests of 
prepared samples were carried out and the results of the tensile tests are 
interpreted.  



İhsan Küçükrendeci382 .

 3.1 Microstructure of the Welded Section

 Figure 7 shows the microstructure picture of the welded section for 
a sample.  Welding parameters of microstructure of welded sample are 
tool type 3, tool rotational speed 560 rpm, welding speed 22.4 mm/min. 
The difference between the welded section and the base material is seen 
in Figure 7. Base or main material seem a regular structure and welded 
section seem difference in crystalline structure. Between two sections 
is a border line. The welding strength could be expressed with interface 
structure of between main material and the welded section. Main material 
has uniform structure.  However, a grained structure is observed in welded 
section.  The boundary line along has lack of contact. This situation could 
be occurred from warming and cooling. The tool quickly moves away 
from the molten zone in welding process. Fast warming and slow cooling 
is occurred in welded section and the grain structure differentiated.  The 
contact lack of the boundary line can be reduced according to the welding 
parameters and process conditions.  Thus, can be improved welding 
strength and values of welding strength is determined to experimental 
workings.

Figure 7:  Microstructure of the welded section
3.2 Mechanical Properties of the Welded Joints

Tensile tests were performed by Zwick/Roll (device with autograph 
capability) and samples were extracted from each welded part in accordance 
with ASTM D638 standard. The specimens were obtained for evaluating 
properties of each welded sample. Three samples were tested under each 
welding condition.
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In all processing conditions, the plunge depth was same and 6 mm. This 
value of plunge depth has been chosen according to the material thickness. 
In other words, designed tool is operated with about 6 mm of the tool on 
contact with the workpiece; any additional workpiece contact will produce 
significant amount of flash around the shoe. As the penetration depth of 
tool shoulder increases, more pressure applied to the material exists at the 
surface of the sheets. Since these surface materials are completely melted, 
increasing pressure will results in outpouring of them from weld nugget, 
consequently leads to thickness reduction. Therefore, tensile strength can 
be decrease due to stress concentration in this area. If the penetration depth 
is selected lower than 6 mm, the shoulder will ride on a cushion of material 
that will smear across the joint line, which in turn lead to low quality joints.

     The average values of tensile strength and elongation of the welded 
samples are showed in Figure 8. The strength values of the joints changed 
according to the process parameters. Besides this, the elongation values 
change according to the process parameters. The tensile strength values of 
the welded section are in between 1.7 and 14.5 MPa. The elongation values 
were variated from 1 to 2.6%. 

(a)                                            (b)
Figure 8:  a-Tensile strength values of the welded samples, 

b- Elongation values
4. Conclusions

The polypropylene sheets were joined by using friction stir welding.  
The tensile strength as 45% of base material strength (Figure 8a). The 
tensile strength values of the welded section are seen between 1.7 and 14.5 
MPa. These values are seen between 5.3% to 45% of the main material 
strength. In Figure 8b, the elongation values are seen variated from 1 
to 2.6% (12.5 to 32.5% of the main material elongation). Mechanical 
properties and microstructure of joined polypropylene sheets with friction 
stir welding process was affected from the process parameters.

Generally, higher tensile for welding zone can be obtained with optimal 
values of tool rotational and welding speed.  The mechanical properties 
of welding zone can be determined through the various tests carried out.  
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The results obtained show the complex relationship between material and 
tool by several welding parameters such as the advance speed, the rotation 
speed and tool geometry.  Besides, the behaviour of the welded joint FSW 
strongly depends on the geometry of the tool. 

     The determine of all welding parameters provides the strong 
and important results in FSW welding of PP. Also, it is very important 
also environmental conditions of FSW. In study, according to the results 
obtained of tensile strength, it is observed that the best result was obtained 
by welding condition 4.  The same time, the best result of elongation % 
was obtained by welding condition 9. It is quite difficult to do experimental 
studies and it is very time consuming. Considering the wide usage area of 
PP, it is important to continue experimental studies on this subject.
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1. INTRODUCTION

The main flexible pavement material is use in today is asphalt 
concrete. This is a high-quality pavement surface composed of asphalt 
cement and aggregates, hot-mixed in an asphalt plant and then hot-lied. 
Asphalt concrete must provide a stable, safe and durable road surface. The 
properties of asphalt concrete depend on the quality of its components, 
binder, aggregates and filler, and the mix design proportions. Relative 
amounts of aggregate, binder and air void are very important [1].

In the meantime, as natural supplies of high quality granular materials 
used in highways have become less abundant, the highway engineer is faced 
with the challenge of finding alternative materials to meet the requirements 
for these materials. Some of these alternative materials are hydrated lime, 
Portland cement, marble dust[3], fly ash [4], coal dust [5], pumice dust [6], 
sewage sludge ash [7], steel slag [8] etc. Both environmental and economic 
factors also contribute to the growing need for the use of reclaimed materials 
in asphalt pavements. One of these reclaimed materials, ferrochromium 
slag, has not been used extensively in pavements even though it has got 
promising features.

A certain amount of filler is necessary in bituminous mixtures to 
obtain the required density and strength. The filler particles fill a portion 
of the space between sand and gravel particles, and thus contribute to 
increase density. The filler also influence the optimum binder content in 
bituminous mixtures by increasing the surface area of mineral particles. 
Several studies; Puzinauskas [2], Anderson et al. [9], Kandhal et al. [10], 
Shahrour and Saloukeh [11], Ishai et al. [12], Ishai and Craus [13], Tayebali 
et al. [14], Hussain Bahia [15] conclude that fillers largely influence the 
asphalt mixture performance. Different filler materials may have different 
mechanical properties in the asphalt mixture. Dukatz and Anderson [16] 
have investigated eight different filler materials to investigate the mechanical 
properties of asphalt and they found that different filler materials have 
different effects on stiffness and had almost no effect Marshall stability and 
void ratio. 

In this study, various percentages of asphalt cement, limestone filler 
and FeCr slag filler were used to prepare the Marshall specimens and then 
stability and flow tests and creep test were carried out on the specimens. 
After getting design parameters, utilization of slag filler in asphalt mixtures 
was investigated in comparison with limestone filler.
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2. MATERIALS

2.1. Properties of Mineral Filler

Mineral filler is usually defined as a material which passes No.30 
(0,600 mm) standard sieve. Moreover; at least 70 percent of this material 
passes No.200 (0,075 mm) standard sieve [18]. Mineral filler plays an 
important role in arranging the properties of the mixture; however, it 
covers a very little part of all aggregate. Filler is generally used at low 
rates such as 3% – 9%. This component change the aggregate gradation by 
filling air voids until a certain amount and this provides more touch points 
between aggregate particles and this contributing to obtain denser mixtures 
[19]. This situation is particularly important for surface layers, because 
increased composite and increased density gets good impermeability.

The function of mineral filler is more than filling voids. In addition, 
filler shows binder and slippery effects in the bituminous mixtures and helps 
to get mortar, this dual role differs mineral filler from other aggregates.

    
Figure 1. Fillers’ interaction with bitumen

2.2. Properties of Slag Filler (FeCr slag) 

Ferrochromium slag dust is used as artificial filler in this study. Slag 
was obtained from ETİ Electrometallurgy Establishment (ETİ E.E.) which 
is founded in Antalya-Turkey. Every day, approximately 70-80 tons of 
Ferrochromium slag (FeCr slag) are produced in ETİ E.E. and disposal 
of the waste slag constitutes a problem. Chemical analysis of FeCr Slag is 
shown in Table 1.
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Table 1. Chemical properties of electric-arc furnace slag (Ferrochromium slag)

Element Cr2O3 SiO2 Fe2O3 Al2O3 CaO MgO S C

Percentage 0.52 31.18 1.02 8.66 45.58 12.78 0.08 0.11

During the Ferrochromium and Silico-ferrochromium production 
process in the electric-arc furnaces, unreduced oxides and some SiO2 form 
a liquid slag layer on the pots. Slag is poured into the slag molds and let to 
cool in open air. Air cooled FeCr slag is gradually transformed into powder 
form and it gains a crystal structure because of slow cooling process.

Only the minus No.200 sieve (0,075 mm) fraction of FeCr slag was 
evaluated in this study. The grading of slag filler and limestone filler were 
measured with a hydrometer analysis test. In this test, the filler is allowed to 
settle in solution and the rate of settling is related to particle size. Gradation 
curves for two fillers are shown on graphs given in Figure 2.a and 2.b).

Scanning electron microscopy (SEM) was used to observe the 
microstructure of slag filler particles (Figure 3). The SEM micrographs 
were obtained from Akdeniz University, Antalya/Turkey. The micrograph 
shows that the slag filler particles have rough and sharp surface with 
crystal structure. This phenomenon may cause the higher friction inside 
the samples.

 
                            a)                      	                                                 b)

Figure 2. Particle size distributions of filler (a- Slag filler, b- Mineral filler)
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                                  a)                      	                   b)

Figure 3. SEM images of FeCr slag (a- 1680x , b- 365x magnified)

2.3. Mineral Aggregate

Crushed aggregate of Antalya region was used in this study, aggregate 
gradation which is suggested from Turkish Highway Administration shown 
in Figure 4 [20]. Physical properties of aggregate and filler are shown in 
Table 2. 

Figure 4. Aggregate gradations 

Table 2. Physical properties of aggregate and filler

Properties Value Limits Standard

 Specific gravity of course aggregate 2,70 gr/cm3 - TS-EN 1097-6

 Course aggregate, water absorption 0,37 % Max 2,0 TS-EN 1097-6

 Specific gravity of fine aggregate 2,65 gr/cm3 - TS-EN 1097-6 
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 Los Angeles abrasion loss 20,2 %  Max 30% TS EN 1097-2 

 Freeze thaw test with Na2SO4 4,3 % Max 12% TS-EN 1367-2

 Aggregate stripping resistance 72 %   Min 50% ASTM D 1664

 Limestone filler bulk specific gravity 2,69 gr/cm3 - ASTM D 854

 FeCr slag filler bulk specific gravity 3,16 gr/cm3 - ASTM D 854

2.4. Asphalt Cement

50-70 penetration grade asphalt cement is selected. Determined 
properties of asphalt cement are shown in Table.3.

Table 3. Properties of asphalt cement [21]

Properties Unit Value Related Standard
Penetration, 25°C, 100 g, 5 sec 1/10 mm 62 TS EN 1426

Ductility, 25 °C, 5 cm/min. cm 100+ TS EN 13398

Softening point (ring and ball method) °C 50,1 TS EN 1427

Flash point (Cleveland open pot) °C 339 TS EN ISO 2592

Specific gravity gr/cm3 1,023 TS 1087 

*TS: Turkish Standards 

3. PERFORMANCE of ASPHALT MIXTURE 

Diameter of 101.7 mm and a height of 63.5 mm Marshall specimens 
were prepared with various asphalt contents to determine the optimum 
bitumen content for each filler type. 7 different asphalt content at 0,5% 
increments (3,5% - 4,0% - 4,5% - 5% - 5,5% - 6% - 6,5%) and two filler 
materials (slag filler and limestone filler) were used for specimens.

The initial filler content was 7%. Marshall mixture design method, 
described in ASTM D.1559 was applied in the study. Stability and flow test 
were carried out on these specimens. The specimens were also tested for 
density and voids analysis. According to Marshall design method optimum 
bitumen contents were determined for each filler type. Average of the two 
optimum bitumen contents determined as optimum bitumen content (5,1%).  

Marshall specimens were prepared with 75 standard compaction 
blow for each side, considering heavy traffic level. This is better simulates 
the required density for pavement construction. Mixing and compaction 
temperatures were controlled to produce viscosities of 170±20 cst and 
280±30 cst, respectively [22]. Three specimens were manufactured for 
each combination.
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In further tests, defined optimum bitumen content (5,1%) and various 
filler contents (2,5% - 5% - 7% - 10%) were used to prepare specimens. 
Aggregate gradations used for new specimens are shown in Table 5. 
When the filler content was increased from 0 to 10 percent, in order to 
accommodate the increased quantity of filler, an equal volume of fine 
aggregate (minus No.10) was removed and replaced by an equal volume 
of filler. Specimens were than tested for stability and flow, permanent 
deformation, air void content, density, voids filled with bitumen, voids in 
mineral aggregate. Test results are shown in Figure 5 to Figure 10. 

Table 4. Hot mix asphalt design specifications (KGM*)

Specification
Binder Course
Min         Max

Friction Course
Min           Max

Std. Impact Number 75 75
Stability, KN 7.5 - 9.0 -
Air voids in mixture, VTM % 4 6 3 5
Voids in Aggregate, VMA % 13 - 14 -
Flow, 1/100 in (mm) 8 (2) 16 (4) 8 (2) 16 (4)
Bitumen % 3.5 6.5 4 7
HMA Density* 2.30 – 2.50

*Turkish Highway Administration Office

Minimum stability criteria suggested by Asphalt Institute for heavy 
traffic condition is 8006 N [23].

Table 5. Gradations for mixtures containing various filler percentages

  Filler content (%)   0,0            2,5          5,0          7,0            10

Sieve Grade Total Percentage Passing
¾” 100 100 100 100 100
½” 91,5 91,5 91,5 91,5 91,5
3/8” 80 80 80 80 80
No.4 47,5 47,5 47,5 47,5 47,5
No.10 30 30,5 31 31,5 32
No.40 12 13 14 15 16
No.200 0 2,5 5 7 10
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Figure 5. Filler content versus specimen density

Figure 6. Filler content versus stability
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Figure 7. Filler content versus Marshall flow

     Figure 8. Filler content versus voids in total mixture
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       Figure 9. Filler content versus voids filled with asphalt
       (Suggested VFA criteria by KGM, min: %65 – max: %75)

     Figure 10. Filler content versus voids in mineral aggregate

Test results analyzed according to design parameters of hot mix asphalt 
and filler materials evaluated comparatively for use in asphalt pavements. 
With increasing of filler percentages, the densities of specimens were 
increased as expected (Figure 5). Densities of samples made with FeCr 
slag showed similarity to limestone filler.

Stability and flow results of the specimens produced with FeCr slag 
filler showed better performance than limestone filler. Especially at the 
higher filler percentages (7%, 10%), the significant improvement was 
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observed with FeCr slag filler. Specimens made with slag filler showed 
15% improved stability in comparison with control specimens.

According to flow results, specimens with FeCr slag showed quite 
satisfactory values which doesn’t go over criteria limits of 4 mm, also at 
10% filler (the highest flow result was only 2,4 mm). On the other hand, flow 
result of the limestone filler were went up to max limit of flow at 7% and 
10%percent. This situation can be explained by microstructure and surface 
properties of filler materials. The filler particles were observed by SEM as 
shown in Figure 3. The micrograph shows that the slag filler particles have 
rough and sharp surface with crystal structure. This phenomenon can be 
the possible reason of FeCr slag’s lower flow and higher stability results. 
Mainly flow value of specimens could be assessing as a major indicator of 
inner friction. Hence, the increment of inner friction due to crystal structure 
and sharp surfaces of specimens are expected.

Specimens with slag filler showed higher VTM (voids in total mix) 
values compared to limestone filler (see Figure 8). However this is cannot 
asses as a preferred situation, until a certain amount of air void increment, 
it plays a preventive role to bleeding of asphalt pavements, particularly in 
hot climate regions bleeding is a key factor of proper pavement design. 

McLeod [24] developed the volumetric criteria for the specimens 
compacted with a Marshall hammer with 75 blows on each side of the 
specimen. Since, McLeod recommended that the VMA, which is the 
volume of voids between the aggregate particles, should be restricted to 
a minimum value of 15%; also KGM recommends the minimum VMA 
value of 14%. Mainly, VMA value varies with air voids and aggregate size. 
Specimens with slag filler show higher VMA values than limestone filler 
specimens (see fig.10). Test results range between 15.6 – 17.2 for slag filler 
and 13.8 – 16.6 for limestone filler.

3.1. Dynamic Creep Test 

The Dynamic creep test is a test that applies a repeated pulsed uniaxial 
stress on an asphalt specimen and measures the deformations in the same 
direction using Linear Variable Differential Transducers (LVDT’s) [25]. 
The samples were prepared for dynamic creep test with different FeCr 
filler ratios and optimum bitumen content (5.1%). Three samples (101 mm 
diameter and 63.5 mm height) from each mix were tested and the average 
values of the accumulated (permanent) deformations were recorded [26]. 

After sample preparation, the samples have been kept overnight 
in room conditions then those have been put into the cabinet in which 
temperature is controlled and conditioned to the test temperature. The 
permanent deformation tests have been carried out at 40 ˚C. The samples 
are preconditioned to the testing temperature overnight. The samples were 
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mounted into the testing frame for dynamic creep test. 5000 cycles of 100 
kPa axial stresses was applied on each sample. At the beginning, 100 cycles 
of 100 kPa axial stress was applied on each sample for conditioning. Five 
different types of samples which contain FeCr slag filler were prepared. 

Fig.11 shows the relationship between the number of cycles and the 
axial accumulated permanent deformation for the tested groups.       

Figure 11. Relationship between axial accumulated permanent deformation and 
loading cycles

Control mixture (0% FeCr filler) has maximum permanent deformation 
about 240 microns at the end of test. For the mixes containing FeCr slag 
at different filler ratio, the plastic deformations decrease until 7% FeCr 
content, after that plastic deformation increase (Fig.11). Therefore it can 
be concluded that up to a certain value of the FeCr filler content in the 
sample plastic deformations decrease, after that it is increases. The reason 
behind is that certain amount of filler, fills the void inside the samples and 
increases the stability, but after a certain value, the filler material avoids the 
bounding between the grains and the asphalt.

4. CONCLUSIONS

This investigation was mainly undertaken to evaluate the FeCr slag 
performance of asphalt concrete mixes having different percentages of slag 
filler and find the optimum replacement percentage of the limestone filler by 
the slag. To fulfill this objective, laboratory evaluation of asphalt concrete 
mixes with different combinations of FeCr slag filler and limestone filler 
were conducted. Stability and flow properties, density and voids analysis 
of Marshall specimens were studied, including different types and various 
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percentages of fillers. Marshall mix design procedures and suggested 
criterions of Asphalt Institute and KGM were taken into account. 

The test results showed that the use of FeCr slag as filler material in 
asphalt mixtures instead of limestone filler may be promising to obtain a 
material suitable for engineering purposes. It’s recommended to use slag 
filler in current hot mix asphalt up to 7% where they are abundant. After 
7% slag content, HMA density slightly decrease and plastic deformation 
of samples increases. Therefore it can be concluded that up to a certain 
value of the FeCr filler in the sample, fills the voids inside the sample and 
increases the stability, but after a certain value, the filler material avoids the 
bounding between the grains and the asphalt.

Consequently, electrometallurgy establishments generally don’t 
expect an income from slag waste. They are looking for the utilization 
of slags which occupy large areas in factories. In fact, with the assistance 
of elements mentioned above, using FeCr slag as filler material in road 
pavements would provide economic and environmental benefits compared 
to conventional filler materials.
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1. INTRODUCTION

Cellulose  is  a  natural  polymer  that  people  have  used  from  an-
cient times to the present day andare still widely effective [1].   More than 
90% of cotton threads, 70% of flax, roughly 50% of wood, 30% of straw 
are cellulose. Although it is also used in the production of some plastics 
and fabrics, the biggest usage area of cellulose is the paper industry. Many 
products are obtained by chemical treatment of cellulose. These cellulose 
derivatives are used in the production of photographic films, various paints 
and varnishes, parchment, various textile products, cellophane and many 
plastics [2].  While some of these wastes, which are very rich in cellulose, 
are used as animal feed, the other part that is not stored and left in agri-
cultural areas is used in the production process in factories. These wastes 
consist of leaves, stems and root parts of plants such as sisal, rami, linen, 
pine pineary, etc, or different nuts shells such as nuts, peanuts, walnuts, etc. 
Studies show that it can be used in industry due to the high rate of cellulose 
in the waste mentioned [1].

2. COATING

Coating is defined as a substance that, when applied on a surface, 
provides color with a process that temporarily or permanently changes any 
crystal structure of the substances, and can be in liquid or powder form 
[3]. Dyes, which are usually applied in the form of an aqueous solution, 
are widely used in many areas of the industry such as textiles, food, 
medicines, cosmetics, paper [4]. Coatings that form a thin film layer on 
the material and have many properties can be applied to materials with 
different structures such as wood, ceramic, concrete [5]. Colors become 
visible when paints absorb light falling into the visible area between the 
electromagnetic spectrum (400-700 nm). Coatings, which generally have a 
conjugated double bond system and at least one chromophore, i.e., a group 
of molecules that determine the color property of the substance, exhibit 
electron resonance, which is the stabilizing force in organic compounds. 
Most coatings also contain color enhancers called “oxoromes”. Carboxylic 
acids, sulfonic acid, amino and hydroxylic groups can be given as examples. 
Although oxoromes are not responsible for color, they are the electron 
donating group that shifts the absorption spectrum to a longer wavelength 
in the dye molecule with a conjugated-bond system. Examples of these 
groups that often affect the solubility of coating: –CH3, -OH, -OCH3, 
-NH2, -NHCH3 [6]. World paint production is around 35 million tons. It 
can be said that this growth is directly related to the rapid growth trend 
in the construction industry in the world. Considering the usage areas of 
the produced paints, the share of construction paints is 46%. Construction 
paints are followed by paints used in industrial products and automotive 
industry with 38% [7]. 
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The coating  industry  is  in an  important position of chemical  indus-
try  in  Turkey. Most of the coatings in different structures produced for 
use in many fields such as construction, architecture, automotive and art 
are manufactured by large enterprises, and only a certain part of small en-
terprises is involved in this process. When the annual production volume 
of Turkey in the coating industry since 2014, growing an average of 800 
tons/year, 55% water-based coatings, constitute the remaining 45% of the 
solvent-based coatings (Figure 1) [8].

Figure 1. Percentage of sub-segments as amount in the Turkish Paint Industry, 
2014 [8]

Except for the coating resins produced in the domestic market, three 
quarters of the Turkish paint industry is heavily dependent on imports, 
especially in terms of raw materials, pigments and solvents, but Eastern 
Europe, the Balkans, the Caucasus countries and Russia have a good 
potential for the national paint market [9]. 

Binder  is  an  important  component  that  partici-
pates  in  the  paint  in  the  production  process  and  allows  a  thin  lay-
er  to  form  on  the  surface  on  which  it  is  applied. The main task of the 
binders that must be present in the structure of the coating is to hold and 
adhere to the surface on which the coating is applied. In addition, it also 
gives the coating characteristics such as flexibility, brightness, durabili-
ty and corrosion resistance [10]. Pigments are substances that give color 
to coatings. Pigments show great changes in chemical structure, physical 
form and optical properties. The most important factor in the stability and 
quality of the coating is the dispersion degree of the pigment particles. A 
higher degree of pigment aggregation is observed in water-based coatings 
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compared to conventional solvent-based coatings. Pigments can be stud-
ied  under  two  classes,  organic  and  inorganic  pigments  in  general [11]. 
Solvents are a paint component that allows paints to be applied in liquid 
state. The primary function of solvent is to distribute or decode the binder 
in paint so that it can make the paint formulation less viscous and ready 
for application. The properties of the solvent also affect the application 
properties of the paint such as consistency, drying time, flow. Solvents also 
help remove the rinse from the surface and wealer the surface, causing 
both the film to stick and its penetration to the surface. Solvents also help 
remove the rinse from the surface and wealer the surface, causing both the 
film to stick and its penetration to the surface.   Toluene, quylene, meth-
yl ethyl ketone are common solvents used in acetone solvent-based coat-
ings [12]. Additives are chemicals that have very different properties and 
enter the paint in very small amounts. Additives are used to improve the 
properties of the paint and prevent unwanted and negative changes. Ex-
amples of additives used in the coating are: dryers, wetting agents, curing 
agents, anti-scaling, dispersing agents [13]. The various components used 
in the paint are classified on the basis of solvent in terms of waste control 
and reduction of the amount due to the environmental pollution and waste 
management that may occur after the production and use of the coating 
[14]. Water is used in certain proportions in the content of water-based 
coatings. It is generally used as interior and exterior coating. Satin coatings 
and plastic coatings are generally used in wall coatings. Pigments, additive 
chemicals and water are mixed during the production of water-based coat-
ings. After the mixture is prepared, it is dissolved with water and mixed 
rapidly in order to distribute it homogeneously. Coloring is done by adding 
materials to color the coating. As the last step, substances such as dust 
and lime in the coating are removed by the filtering process [15]. Organic 
solvent dyes contain high third organic organic matter. In order to reduce 
this, coatings with high solids content are being developed. Solvent-based 
paint waste is often dangerous and flammable. However, it is also possible 
to evaluate solvent-based wastes in suitable areas such as waste recycling, 
reuse or management with its ease of solvent recycling and high thermal 
content [16]. Powder coatings do not contain solvents; It is a mixture based 
on resin, pigment, drying agents, catalysts, reinforcing fillers, flow control 
agents and small amounts of other additives. It is applied dry using elec-
trostatic spray and fluidized bed techniques. Powder clings to the surface 
of the material by melting and applying heat to form a continuous film. 
It is environmentally advantageous since it does not contain any organic 
solvent. It also produces very little waste due to its high transfer efficiency. 
The biggest disadvantage is application difficulty [16]. Tests, which are an 
essential part of the functioning of a paint system, are carried out to verify 
that the coating meets the established quality standards and customer ex-
pectations. Multiple different mechanical or chemical tests can be applied 
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on the coatings. With these tests, controls are carried out in the coating and 
improvements are provided. These are corrosion test, adhesion test, viscos-
ity test, covering test, impact resistance test [17].

3. CELLULOSE

Cellulose, the basic building agent of plants, is one of the most import-
ant natural substances that can be synthesized by living organisms. Cellu-
lose is found in many creatures ranging from developed plants with green 
leaves to primitive organisms such as sea-grasses, flagellates and bacteria. 
The rate of cellulose in the structure of plants varies according to the struc-
ture of the plant. Cellulose is found in fewer quantities in plant fibers and 
seeds, while algae, attain and bacteria contain a smaller amount of cellu-
lose than green plants. [18]. Cellulosic structure makes the cell walls of 
green plants mechanically strong. Cellulose is widely preferred in different 
sectors such as textile, cosmetics, paper etc. industries. [19].  Cellulose is 
a renewable, biocompatible, biodegradable polymer that is abundant in the 
world. Molecular structure of cellulose chains is shown in Figure 2. [20].

Figure 2. Chemical structure of cellulose [20]
As shown in Figure 2, cellulose is a linear polymer formed by the 

merger of glucose units connected by glycosidic ligaments. Cellobiose, a 
repeating cellulose unit, consists of two glucose molecules attached in op-
posite directions. Thus, repeating units can be connected to said positions 
continuously. A straight cellulose chain makes many hydrogen bonds both 
with itself and with other cellulose chains. The glucosidic and hydrogen 
bonds that make the molecules strong make them more resistant in terms of 
chemistry and mechanics. In addition, while glucosidic bonds bring hydro-
phobic properties to the structure, highly established hydrogen bonds add 
hydrophilic properties [20]. Cellulose derivatives dissolve in organic sol-
vents or water and thanks to these properties, cellulose eterns and esters are 
used in many application areas [21]. Cellulose derivatives can be examined 
by dividing them into subtitles. Cellulose ethers are alkyl, intermediate 
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alkyl, hydroxy alkyl and carboxy alkyl ethers of cellulose. In esterification 
reactions, hydroxyl groups in the structure of cellulose can be partially 
etherified. Carboxymethylcellulose, one of the most used and important 
cellulose ethers, is a water-soluble substance that contains carboxyl groups 
in its structure, formed by etherification of cellulose with monochloroace-
tic acid. As a filler and binder in the coating industry, it has an important 
place in the production of paper, cosmetics, foil and building materials as 
well as the branches of industry mentioned above (Table 1) [22].

Table 1. Types of cellulose ethers and usage areas [23]
Cellulose Ethers Functional Groups
Ethyl cellulose -CH2CH3

Methyl cellulose -CH3

Hydroxyethyl cellulose -CH2CH2OH
Carboxymethyl Cellulose -CH2COONa

Hydroxypropyl methyl cellulose -CH2CH(OH)CH3

Cellulose and its derivatives provide suspension stability, thickener, 
film forming, wetting processes in the paint industry [23]. Carboxymethyl 
cellulose is produced by carboxymethylation of cellulose. Carboxymethyl 
cellulose due to its properties such as thickener, adhesive, binder and stabi-
lizer is used in different fields such as detergent, paint, wallpaper glue, pa-
per and cardboard, textile, oil drilling muds, ceramics, foodstuffs, cosmet-
ics and pharmaceutical industries [2]. It provides the formation of mono-, 
di- and tri-esters in three OH groups contained in each glucose molecule. 
OH groups, which are located in the molecular structure of cellulose and 
are connected by hydrogen bonds, partially or completely break during 
esterification. When cellulose attacks your chain in pieces, a change or 
deterioration occurs in the chain structure. It is technical possible to obtain 
cellulose esters from all inorganic and organic acids. [24]. Table 2 shows 
the widely used organic and inorganic cellulose esters.

Table 2. Types of cellulose esters [23]

Cellulose Esters Functional Groups

Cellulose acetate -C(O)CH3

Cellulose nitrate -NO2

Cellulose xanthate -C(S)SNa
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Cellulose acetate propionate -C(O)CH3

Cellulose acetate butyrate -C(O)CH3/-C(O)(CH2)2CH

Cellulose nitrate, which is obtained as a result of nitration of cellulose 
with inorganic acids, is one of the important cellulose esters. Sulfuric acid 
or nitric acid is used in the nitration process in industry. Cellulose nitrate; 
depending on the nitrogen content in it, it is frequently involved in the 
production of explosives such as gunpowder, dynamite, adhesives, plastics 
and varnishes. Cellulose sulphate, another important component, is formed 
by the esterification reaction between cellulose and butyl sulphate added to 
concentrated sulfuric acid. It is used in industry to thin ink and varnishes 
[24]. Dissolved cellulose is regenerated cellulose, which has a different 
molecular structure and molecular weight than natural cellulose, and is 
obtained as a result of chemical dissolution and subsequent precipitation 
of cellulose. The dissolution process occurs as a result of breaking the 
network of hydrogen bonds in the molecular structure of cellulose by the 
solvent. Hydrophobic interactions between cellulose and solvent also play 
an important role in dissolution.

Dissolution of cellulose;

 	 solvent diffusion 

 	 crystallization of cellulose 

 	 inflatable including sample 

 	 separation of cellulose chain 

 	 diffusion of untied chains into solution 

It is possible to sort in five steps [25]. Nanocellulose is a raw 
material that can be obtained from lignocellulosic raw material sources 
and gives positive effects to the industry with its physical, chemical and 
morphological properties. There are three different types of nanocellulose, 
fibrous nanocellulose (CNF), crystalline nanocellulose (CNC) and bacterial 
nanocellulose (BNC). CNF is a type that is formed by delamination as a 
result of a mechanical effect before and/or after chemical or enzymatic 
reactions, with a diameter of 3-60 nm and a length of up to several µm. 
Bacterial nanocellulose produced are nanocellulose types with a diameter 
of 20-100 nm. Among these types of nanocellulose, CNF product, which has 
high/aspect ratio and appropriate physical properties, is used extensively 
in material production [26]. There are three different general types of 
nanocellulose. These are crystalline nanocellulose, cellulose nanofibril and 
bacterial nanocellulose (Figure 3) [27].
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Figure 3. Theoretical configuration of crystalline and amorphous regions of 
cellulose nanofibril [27]

The wood that forms the basis of the trunks of large trees with green 
leaves; consists of cellulose, non-cellulosic polysaccharides (hemicelluloses 
and pectin) and lignin. Components are 97-99% naturally heterogeneous 
[28]. Figure 4 shows the cellulose found in the cell wall for the plants.

Figure 4. Cellulose structure in the cell wall for plants [1]
With the development of technology, it has been determined by 

studies that some bacterial species can also synthesize cellulose. Examples 
of cellulose-producing bacteria are Alcaligenes, Sarcina, Escherichia, 
Acetobacter, and Komagataeibacter. The presence of high amounts of 
oxygen and low amounts of nitrogen in the culture medium of bacteria 
represents the best conditions for cellulose synthesis. Fructose, glucose, 
sucrose, molasses and glycerol can be used as carbon sources in the 
environment. The temperature of the culture medium (25-30°C), the pH 
(generally 4-6) and the duration of the environment are the parameters that 
are effective in the production of bacterial cellulose. Bacterial cellulose has 
a larger surface area compared to cellulose obtained from plants and has 
the ability to break down. Bacterial cellulose, which is flexible, insoluble 
in water, has pores and can hold water well, is used in many areas such as 
food, membrane, paint, health in the industry [29]. There are various algae 
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species that synthesize cellulose microphiles in the cell walls. Researchers 
succeeded the synthesizing cellulose in nano-size in Gelidium elegans 
algae as a result of their studies. It has been determined that there are 
some differences in the synthesized cellulose molecules due to the use of 
different algae species. Micrasterias denticulata, Boergesenia and Valonia 
are among the algae species commonly used in cellulose production [30]. 
Seaborne animal type overalls have a cover made of cellulose in their outer 
layer. Cellulose molecules containing microphilic structures are obtained 
from the Styela Plicate and Ciona intetinalis species of the tulum [30].

4. ADDITIVES THAT CAN BE USED IN COATINGS

In many health-promoting functional components, carrots are one of 
the significant vegetables’ rich in carotenoids and dietary fiber. Carrots are 
a globally grown food and the most significant source of carotenoids in 
the majority of Western countries [31]. The region with the most carrot 
cultivation is the Central Anatolia region [32]. The excess amount of carrot 
pulp left in carrot juice is rich in fiber and is used for different purposes. In 
a study, it was aimed to investigate the dietary fiber content in pulp with 
using carrot pulp. First, carrot pulp was kept for 4 days in an environment 
with enzymes and hydrolyzed. As a result of the experiment using 100 
grams of carrot pulp, 77.3 grams of dietary fiber was obtained [33]. Carrot 
pulp contains 17% of α-carotenes and 31-35% of β-carotenes in fresh 
carrots. The carrot pulp remaining after the removal of water from the 
structure of carrots has been determined to be a compound with bioactive 
features that can be discovered in the development of foodstuffs and 
dietary supplements. When the carrot pulp was dried and examined, it was 
seen that it had 4-5% protein, 8-9% carbohydrate, 5-6% mineral and 37-
48% fiber content [31]. Peanut is a plant like lentils, beans and chickpeas. 
Peanuts are produced predominantly in Asia, Africa, America and Oceania 
with different rates. The peanut industry is one of the primary elements for 
agricultural waste. The biomass residue has a high usable energy content 
[34]. Peanut shells are a by-product that is released in abundance in peanut 
operating facilities. Peanut shells, which have a very fibrous structure and 
therefore rich in cellulose, contain many elements in their structure (Table 
3) [35]. The body of the shell consists of a fibrous skeleton supporting the 
cellulosic layer as shown in Figure 5.
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Figure 5. Fibrous skeleton of peanut shell [36]

Table 3. Structure of peanut shell [35]

Substance Content (%)

Cellulose 45,3
Lignin 32,8

Hemicellulose 8,10
Protein 4,90

Ash 2,30

Volcanic lava stone is a stone obtained from slag with a highly porous 
structure, which is formed as a result of volcanic activities and the release 
of basic lava from cavities due to compression of volcanic rocks. There 
are volcanic slags in different regions of our country as well as in different 
parts of the world (in most countries of Europe such as Austria, France and 
Germany). For example, especially Samsun and Çorum located in the north 
of Anatolia, Malatya and Diyarbakır in Southeastern Anatolia, İzmir and 
its surroundings in the Aegean region are very rich with volcanic slag [37]. 
When the chemical analysis of the volcanic lava stone was made, it was 
determined that it contains oxide compounds and has a very rich structure 
in terms of silicon, iron, calcium and potassium. The most abundant 
compound in its structure is silicon dioxide, followed by aluminum dioxide 
and iron (III) oxide [38]. Perlite is a glassy volcanic rock belonging to the 
family of riolite surface rocks. When the temperature increasing to 900°C, 
it can expand up to 4-40 times its original volume. Perlite can be compact, 
thin, porous, brittle, sandy and in different appearances in a spectrum from 
white to black [39]. Perlite has a light, elastic and fireproof structure. As it 
provides a good level of heat and sound insulation, it is used for binding 
purposes in building materials in the construction industry, in increasing the 
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durability of cement, in plaster raw materials. Due to its porous structure, 
it is used in the agricultural sector to allow the plants to breathe in the soil 
and to enable the soil to absorb water better because it does not dissolve in 
any form. Perlite stone, which is very rich in silicon, also contains alkali 
elements such as aluminum, potassium, iron, calcium, magnesium [40].
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1. Introduction

Work, which is at the equilibrium center of social, economic and 
cultural life in human life, is an indispensable element of life and most of 
the lives of the working population are passed on in the workplace. Healthy 
living standards, which can be achieved with an adequate and balanced 
eating habit in working environments, are important for employees and 
society to have a longer and higher quality life. Chronic disorders that 
do not have infectious properties such as hypertension, diabetes, obesity 
and cardiovascular worldwide are based on irregular and malnutrition 
habits that occur in workplaces (Çil, 2019). In a society with unhealthy 
eating habits, there are significant decreases in production and productivity 
throughout the country, with an increase in budget planning for education 
and health areas. This leads to a negative picture for the country’s economy 
(Üner and Yılmaz, 2020). Using man power to increase production is an 
indicator of economic development (Bekar and Ersoy, 2011).

In order to live and operate, one has to feed on various foodstuffs and 
provide the calories needed for his body (Türkoğlu, 2011). Nutrition; it 
is not only feeding the snow and eating and drinking everything desired, 
but taking the necessary nutrients into the body so that the human being 
can grow, develop and live healthy. Healthy eating is only possible with 
an adequate and balanced diet (Yılmaz, 2003). Adequate and balanced 
nutrition is defined as “adequately taking the energy, nutrients and 
nutritional components needed according to the age, gender, special 
condition and physical activity of the individual with nutrients and using 
them in his body.” It is important to increase the productivity of workers by 
providing adequate and balanced nutrition opportunities (Bekar and Ersoy, 
2011). Health and occupational safety of workers who play an important 
role in production and therefore in the country’s economy; it is possible to 
get enough of the necessary nutrients in quantity and quality according to 
the work they do.

Inadequate and unbalanced nutrition reduces the body resistance of 
workers, causing them to get sick more often, negatively affecting their 
attention and attention, ingring out the rate of occupational accidents and 
occupational diseases. When the nutrients that will provide the energy 
and nutrients necessary for the efficient operation of the workers are not 
consumed, the physical power required for production decreases and the 
working capacity decreases. This reduces the continued work and individual 
initiative of workers (Tanır, et al., 2001). In a study, it was determined that 
the relationship between the number of days workers spent in the hospital 
due to their nutritional status and the number of days they spent in the 
hospital due to illness and the days they left the job unfinished due to 
various health problems or worked in the background was statistically 
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significant (Reime, et al., 2000). Adequate and balanced nutrition reduces 
national efficiency by 20%, while the 1% increase in energy consumption 
is reflected in efficiency by 2.27% (Wanjek, 2005).

Worker nutrition is the correct and effective application of the criteria 
and stages of nutrition on workers. Considering the impact of workers’ 
nutritional status on their biological and psychological health, and therefore 
on working performance, it is important to regulate the nutritional status of 
workers and to enlighten workers and employers in this regard. Providing 
a healthy worker’s diet in workplaces; it is possible to exhibit a multi-
component intervention approach in an organizational, individual and 
environmental context. In order to implement and ensure the continuity 
of the measures to be implemented in this context, workers, employers, 
governments, trade unions and experts must exhibit a collective work and 
work in harmony with each other (Bor, 2020).

2. Nutrition Overview

Nutrition is one of the indispensable basic needs of living things in 
all periods of life. Adequate and balanced nutrition is perhaps the most 
important conditions in protecting and improving the health of society and 
the individuals who make it up, developing economically and socially, 
increasing the level of well-being. Attitudes and behaviors related to 
nutrition affect the performance of the individual in the educational and 
working life, and therefore its success, to a significant extent. Adequate 
and balanced nutrition is the taking of each of the nutrients in sufficient 
quantities and proper use in the body, taking into account the age, gender 
and physical activity statuses of each of the nutrients for the growth, 
renewal and functioning of the body (Bilici, 2008).

In the process of transitioning from agricultural society to industrial 
society with technological developments affecting our world, feeding 
people with meals prepared by others outside the home revealed the concept 
of collective nutrition systems and thus the collective nutrition system 
took its place in daily life. Hotels, restaurants, fast food restaurants and 
catering companies are organizations that provide mass nutrition services 
in our country. The bulk nutrition organizations that provide this service; 
it needs to please consumers by offering them meals that will ensure a 
timely, proper, adequate and balanced diet. In addition, it is possible for 
these organizations to gain consumer trust by producing reliable food, 
to establish and implement food safety and quality management systems 
(Sezgin and Özkaya, 2014).

The main goal of planning an effective worker nutrition is to protect the 
health of the worker and at the same time improve the work performance 
by meeting the energy and nutritional requirements in accordance with 
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the age, gender, nature, characteristics and physical activities of the work 
performed both in the working environment and at home (Bilici, 2006). 
Considering that a worker spends an average of a third of his life at work, 
he spends at least one meal during the day in a working environment. Food 
service can be provided by workplaces, as is possible for employees to 
bring it from home. The International Labour Organization (ILO) mandates 
that nutrition services be operated under the responsibility of doctors and 
dietitians in industrial organizations. In addition, the ILO states that within 
the scope of nutrition service services, employees in workplaces should be 
provided with adequate and balanced nutrition and food hygiene in terms 
of energy and nutrients, and trainings on nutrition and health (Çil, 2019).

2.1. Energy and Nutrient Requirements in Worker Nutrition

Adequate and balanced nutrition of employees is of great importance 
in terms of continuity of production in workplaces, decreased frequency 
of work accidents and effective work performance. Among the nutritional 
problems generally detected in workplaces are economic reasons, lack 
of educational status, lack of food in workplaces, wrong habits and 
compatibility with the person (Üner and Yılmaz, 2020).

It was determined that the rates of work accidents increased by 
experienced focus and attention deficiencies in workers who did not meet 
enough energy situation during the day. As a result of malnutrition, the 
body and brain’s inability to obtain the necessary glucose, the lack of 
vitamin A, the inability to function adequately, excessive weight gain as 
a result of over-nutrition and nervous system disorders due to vitamin B 
deficiency, employees’ conditions of having work accidents increase (Bor, 
2020). It is reported that vitamin D deficiency in terms of workers will 
negatively affect work performance and safety due to its consequences 
such as weakness in muscles, decreased ability to balance and increased 
risk of falling. Workers working shifts and working underground are at 
risk for vitamin D because they make less use of the sun’s rays (Murad, et 
al., 2011).

It has been reported that there is an inverse relationship between 
being productive and Body Mass Index (BMI). Work productivity tends 
to decline in high-weight individuals. In a study, it is thought that there 
is a relationship between occupational asthma and obesity and it is stated 
that occupational mortality, morbidity and obesity are common national 
problems. It has also been reported that obese workers tend to be more 
absent from work than workers in the normal weight range (Yılmaz, 2003).

There is an accurate ratio between the work activity of the worker 
and the energy required to be taken (Gallis and Panagopoulou, 2007). The 
energy needs of the workers working in various lines of work may also 
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vary according to the work they do. Therefore, it is not entirely possible 
to say anything definitive about the amount of energy a worker should 
receive daily (Atkoşar, 2018). However, as seen in Table 1, it is possible to 
make a general classation by refer to the physical mobility of the workers 
during the day (Müftüoğlu and Parlakyiğit, 2020).

   Table 1. Energy Requirement by Activity Types

Activity Male Woman

Light Activities 2500 (Calories) 2100 (Calories)

Medium Activities 3000 (Calories) 2300 (Calories)

Medium Heavy Activities 3500 (Calories) 2600 (Calories)

Heavy Activities 4000 (Calories) 3000 (Calories)

Occupations that are in the Light Activities group; office workers, 
lawyers, doctors, accountants and teachers. The professions that belong to 
the Medium Activities group are industrial workers, sailors who work in a 
less dangerous group. The professions that belong to the Medium Heavy 
Activities group are agricultural workers, unskilled workers. Occupations 
that are in the Heavy Activities group; mine workers, forestry workers, iron 
and steel industry workers (Bor, 2020).

The amount of energy the employee needs to receive depends on the 
gender, the type of work he/she does and the temperature of the working 
environment. As the temperature of the working environment increases, the 
amount of energy required to the worker increases. In addition to the amount 
of energy to be taken, which types of nutrients the energy should be taken 
from are also very important in terms of healthy and balanced nutrition. In 
the daily energy intake of workers, macro (protein-fat-carbohydrate) and 
micro (vitamin-mineral) nutrients should be shared in a balanced way and 
this variety should be utilized in one meal (Abaoğlu, 1956). 55-60% of 
daily energy needs should be provided from carbohydrates, 25-30% from 
fats and 12-15% from protein-containing sources (Türk İş, 2014). In the 
nutrition programs of employees in environments where toxic substances 
and radiation are high, it is important for the health of employees to include 
foods rich in vitamins and minerals such as vegetables, fruits, milk and 
dairy products (Meng, et al., 2017). Menus should be adjusted so that the 
energy and nutrient needs to be taken during the day are in the form of 
three main meals and at least one of these main meals is met at work. In 
this arrangement, it should be arranged as 1/5 for morning meal, 2.5/5 for 
lunch and 1.5/5 for dinner. A business that only serves lunch must meet 
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half of its employee’s requirement. Considering that the daily energy need 
of the worker, who usually works with his body standing for 8 hours, is 
considered as 3500 calories, half of this (1750 calories) will be covered by 
the food given at work. This amount of energy should be provided with 3 
or 4 containers of food and bread using at least one type of nutrient from 
each food group (Büyükpamukçu, 2003).

2.2. Menu Planning Processes in Workers

In Gastronomique, the menu definition is “details of the dishes that 
make up a lunch or dinner” (Larousse, 2005). The nutritional needs and 
eating habits of the group of workers to be planned should be taken into 
account, and when planning the menus, attention should be paid to color, 
consistency, taste and shape harmony. Again, nutrient requirements, habits, 
individuals in need of special diets, budget, capacity, standard recipes, 
seasons and regional geographical factors are factors that will affect menu 
planning (Bor, 2020).

When planning an efficient menu in workers, factors such as the 
state of hunger and appetite that will affect their eating, the attraction and 
appearance, taste and taste of the food to be eaten should be taken into 
account (Baysal, 2009). Instead of meeting the intensive energy needs of 
workers working in heavy physical jobs with foods high in fat and sugar, it 
should be preferred for their health to meet the necessary energy needs by 
supplementing the intermediate meals (Tüber, 2015).

The nutrition of workers outside of work is also effective on their 
healthy and productive status. Workers who do not feed well outside of 
work can provide a part of their daily needs at work. Thus, the consequences 
of inadequate and unbalanced nutrition can be mitigating (Saltık, 1995).

There are some considerations when creating menus and nutrition 
plan according to the energy and nutritional requirements of employees at 
work. Workers in heavy and dangerous jobs should not take the increased 
energy burden in a single meal. Main and intermediate meal menus should 
be planned to meet half of the daily energy and nutrients requirements 
for these workers. Employees as drinks in intermediate meals; They 
can consume milk, buttermilk, lemonade, herbal teas, juices, various 
sandwiches as food, cakes, biscuits, pastries, pastries, fruits, walnuts, nuts 
and dried fruits. Attention should be paid to the consumption of liquids, 
especially those working within the scope of heavy and dangerous work. In 
addition to water, water should be included in order to contribute to liquid 
intakes, as well as juicy foods such as fresh juices, buttermilk, milk, open 
tea, herbal teas, lemonade and soups. Workers who work under the sun 
for a long time or are exposed to X-rays; The pre-ingredient of vitamin A 
is rich in carotene; should consume enough vegetables and fruits such as 
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carrots, curly, lettuce, aruga, tomatoes, apricots, oranges. In cases where 
the workplace does not provide food, the employee should bring the ration 
menus with the employee. The food-producing institution should prepare 
and offer menus that are hygienic, appetizing and high in subjective quality. 
In addition, nutrient diversity should be provided from each food group 
(Çil, 2019).

It is important to include the thoughts of workers in making meal plans 
in workplaces, to make necessary arrangements by identifying meals not 
consumed by the majority and the reasons why they are not consumed, to 
pay attention to hygiene and sanitation rules, to ensure worker and nutrition 
compliance (Bekar and Ersoy, 2011).

2.3. Measures That Can Be Taken Against Unhealthy Nutrition in 
Workplaces

In order to ensure healthy eating, employers take some measures 
for this and can implement various programs. In addition, for workers’ 
health, the state, unions and managers can impose legal obligations and 
sanctions on these programs. Many administrations work to create a 
healthy eating program in their workplaces and develop a variety of plans 
and guides. In this context, some recommendations have been presented 
in line with many guides and evidence-level studies. Employees can be 
given group or individual interactive and/or computer-web based healthy 
eating trainings. Using posters and brochures, information about healthy 
eating can be made continuous. If it is an institution or organization that 
provides bulk nutrition services, the menus can be arranged according to 
the macro and micronutrinutrition requirements of the employees. With 
food labeling, the energy, carbohydrate, fat and protein values of menus, 
dishes and foods can be indicated and healthy choices can be marked. A 
healthy food selection alternative can be put on the menus. Vegetables and 
fruits can be included more often in meals offered to the employee at work. 
In workplace cafeterias, canteens can be encouraged to offer healthy foods 
with reduced fat, high pulp content. Anthropometric measurements of 
employees (such as weight, height, body mass indecencies, waist and hip 
perimeter), body compositions and various biochemical parameters can be 
monitored at regular intervals. Individuals deemed risky can be directed to 
a health care organization (Çil, 2019).

3. Food Safety and Hygiene

World Health Organization (WHO) improves food safety; “Compliance 
with the necessary rules and taking precautions during the production, 
processing, preservation, transportation and distribution stages of food in 
order to ensure healthy and flawless food production” explains. By the 
Food and Agriculture Organization of the United Nations (FAO), the term 
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food safety is defined as “always physical, social and economic access to 
adequate, reliable and nutritious food to meet nutritional requirements and 
food preferences so that all people can lead active and healthy lives” (Er, 
2015).

One of the most important conditions of healthy life is to ensure the 
consumption of reliable foods. Food safety can be defined in many ways. 
In general, food safety covers the package of measures taken to ensure that 
food is presented to the consumer in a healthy and reliable way, maintaining 
its chemical, physical, sensory and biological qualities from its production 
to recent consumption (Taşdan, et al., 2014). In other words, food safety 
is a condition in which all employees have continuous access to adequate, 
healthy, reliable and nutritious food physically and economically in order 
to meet the nutritional needs and food priorities necessary for an active and 
healthy life at all times (Ülgüray, et al., 2003).

Hygiene and sanitation should be applied effectively in order to 
ensure that the produced foods are presented safely and high quality in 
accordance with the consumption of people, so that there is no negativity 
in the stages leading up to the product’s table until the product comes to 
the consumer’s table. End consumers are highly vulnerable to any danger 
of contamination that may arise from manufacturing processes. Therefore, 
in food production, the quality of the food to be produced is an important 
requirement. Quality; The absence of errors and mistakes in products 
and services can also be defined as the high degree of product meets the 
needs, while maintaining consumer health at the highest level is one of the 
criteria of quality. For this, activities on hygiene and sanitation should be 
established and carried out (Kışla, 2013).

Food Hygiene; in order to produce the foods to be offered for human 
consumption, the purpose of use of food in food production facilities is 
taken into consideration, food hazards are controlled, the necessary rules 
are followed in the production stages and all precautions are taken. To put 
it another way; In order to produce healthy food, it covers the activities 
carried out in order to create and design appropriate production conditions 
at every stage from the farm to our table. Sanitation is a science. The way 
to protect, improve and regain human health includes the basic principles 
to be applied. When it comes to sanitation in the food industry, the 
environment and the product are brought into compliance with hygienic 
rules and production is carried out smoothly in terms of health. It ensures 
that the production of foodstity, which forms the basis of human nutrition, 
is physically, chemically and biologically reliable. In order to protect 
public health, the study includes all of the surfaces to be carried out, 
food residues as a result of previous production, microorganisms in the 
environment and the removal of contamination elements and debris from 
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the production environment, such as the remains of cleaning agents from 
previous processes (Parlak, 2020).

Physically, chemically or microbiologically grouped hazards along 
the food chain threaten food safety and can cause food to become a health 
disruptor. These hazards should be evaluated separately in the stages 
from the production of food to the consumption stage such as processing, 
transport, storage, purchase, storage, preparation, cooking (Giray and 
Soysal, 2007).

3.1. Physical Hazards

Glass shards that should not be present in food, plastic, bone, paper, 
stone, soil, wood, metal fragments, hair, nails, cigarette ash, flies, insects, 
radioactivity and dirt are physical hazards. These can be contaminated 
or fraudulently added to food from the environment during the stages 
of obtaining raw materials, production, storage, packing, transport or 
consumption (Erkmen, 2010). 

Physical hazards do not normally cause foodborne diseases, but they 
can cause damage to the human body. Stones, for example, can break teeth, 
glass and hard plastic can make cuts in the mouth and throat, fish hairs, 
chicken bones can escape into the throat. These hazards and their resources 
are given below in Table 2 (Şahin, 2010).

Table 2. Physical hazards and sources of danger

Physical Hazard Source of Danger

Piece of glass Lamp, window glass, glass containers

Piece of metal Equipment, personnel, raw materials

Hair, feather, hair impuries Personnel, equipment
Impuries belonging to insects, rodents 
and birds

Building, equipment, inadequate pest 
control

Stone, wood, plastic, gasket Packaging, equipment, building, 
process

Dust impuries Air, building equipment

3.2. Chemical Hazards

Contamination with some chemicals that are transmitted to foodsting 
from various sources such as air, water and soil or specifically added for 
another purpose. The chemicals in question; toxic metals, pesticides used 
during the cultivation of food, detergent and disinfectant residues left on 
them due to the lack of good rinsing of the tools used in eating, are especially 
colored plastics used in food packaging. Additional additives are chemicals 
added to food in order to give color, smell, flavor, develop consistency 
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and increase its durability (West, et al., 1998). These chemicals, which are 
mixed into food from various sources or added for a specific purpose, may 
not be toxic when taken in trace amounts. But they can cause poisoning if 
they pass a certain level (Bulduk, 2010).

3.3. Microbiological Hazards

Microorganisms are invisible small creatures found in the composition 
of food and are also widely found in nature. Unless sterilized, each foodst 
agent has a certain level of microorganisms. Foodborne diseases caused by 
microbiological hazards are a growing health problem in both developed 
and developing countries (Türk-İncel, 2005). Since microbiological 
elements are living beings, they need certain nutrients (carbohydrates, 
proteins, fats), a certain degree of heat, neme, the amount of acid contained 
in food, and some need oxygen to multiply.

Microorganisms that are effective in the degradation of food; bacteria, 
yeasts, molds and viruses (Bulduk, 2010). Deterioration of a food; it is 
an indication that microorganisms may have developed and reached high 
numbers during the supply, transportation, processing and storage of 
raw materials. Meanwhile, if the food is also infected with a pathogenic 
microorganism and has multiplied and reached dangerous numbers, it 
can cause various infections and food poisonings in humans (Cömert and 
Özkaya, 2008).

Bacteria cause these infections and food poisonings through food the 
most. Bacteria are very small microorganisms and are found all around 
us. There are thousands of different types of bacteria. Bacteria multiply 
under certain conditions and spread through the easiest foods. Therefore, 
microorganisms play an important role in food spoils and foodborne 
poisoning (Erbil, 2000).

One of them is; Salmonella spp., Bacillus cereus, Bacillus subtilis, 
Bacillus licheniformis, Staphylococcus aureus, Clostridium boutulinium, 
Clostridium perfringens, Campylobacter jejuni, Shigella spp., Vibrio 
cholerae, Escherichia coli, Listeria monocytogenes Yersinia enterocolytica 
(Babür, 2007).

Another important microbiological hazard, yeasts, are single-celled 
organisms. Yeast cells multiply, develop and grow when they merge with 
warm temperature, air, humidity and sugar. Although they are of great 
importance in the production of foods such as bread, beer and wine, some 
species can cause negativity in the food industry. Some yeast species are 
known to be important contaminatants in fermentation and food industry. 
When yeast cells come into contact with food, when they start dividing 
carbohydrates and chemically change, foodstuffs deteriorate. As a result of 
the contamination of yeasts and unwanted porous structure, bitter taste and 
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bad smell, spoils can be seen in foods such as pickles, meat, jelly, syrup, 
juice, wine (Çetiner, 2010; Aratoğlu, 2015).

Viruses are the simplest and smallest microorganisms in terms of their 
properties. They are considered parasites, as they need the host to breed. 
Viruses can’t reproduce in food, but they’re transported through food. When 
taken into the body through the digestive system, they lead to infectious 
diseases. Among the foods that are intermediary in the transportation of 
viruses; there are seafood, drinking water, milk and dairy products, salads, 
bread and other bakery products and foods that are consumed raw or hand-
processed after cooking (Bulduk, 2003).

3.4. Food Hygiene in Workplaces

All service stages from food supply to consumption in places where 
mass nutrition is used by the vast majority of society are of great importance 
for the protection and development of human health. The main goal in mass 
consumption enterprises is to achieve economic gain. They want to earn 
money in exchange for the goods and services they will offer, and increase 
market share and profitability. For this purpose, businesses aim to please 
them by meeting the wishes and needs of the customer group they target, 
to have a solid place in a competitive market, to have a reliable image 
and to offer reliable, hygienic products that consumers have a natural right 
(Sökmen, 2003). Accordingly, the most important task of a mass nutrition 
organization is to ensure adequate and balanced nutrition of consumers, as 
well as reliable food delivery that does not threaten health.

Two basic factors concerning the health of employees emerge in bulk 
nutrition systems. The first is balanced nutrition, which directly concerns 
the health of the worker and forms the ideal combination of all compositions 
such as vitamins, minerals, proteins and the necessary calories that the 
worker needs, and the other is hygiene and food safety, which covers all 
stages of producing, transporting and serving the food to consumption 
under hygienic conditions. 

The bulk food sector should be evaluated according to these two 
elements in terms of both producers, buyer organizations and supervisory 
institutions and perceived as a strategic product and sector (Bozdağ, 2005).

Hygiene and food safety are extremely important in terms of protecting 
consumer health in bulk nutrition systems where the nutritional needs of a 
large number of people are meet. Therefore, all the drivers such as people, 
nutrients, places, tools, etc. used in the whole process from the purchase of 
food to its service to the removal of garbage should be healthy. Unhealthy 
meals offered to consumers as a result of inadequate food purchase, 
production and service hygiene and minor carelessness endanger the health 
of hundreds or even thousands of people and cause economic losses. One 
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of the objectives of the institutions that provide mass nutrition services is 
to protect the health of the group that is fed (Ünsal, 2018).

It is very important for the personnel who are in charge of the 
preparation and service of food in public nutrition institutions and who 
have important responsibilities in terms of human health to be trained and 
knowledgeable about personal and culinary hygiene, both in terms of the 
quality of the nutrition service and the continuity of the place of service 
and the protection of the health of the consumer. Because a small omission 
can disrupt the health of hundreds and thousands of people, ingesting 
food poisoning and deaths (Ciğerim, et al., 1995). The efforts of the staff 
working in this sector to keep the food poisoning microorganisms and 
other contaminating agents from getting into the food is a legal obligation. 
Therefore, it is necessary to select the staff from healthy individuals who do 
not carry any infectious diseases and to carry out health checks at regular 
intervals. It is mandatory to provide hygienic cleaning of hands, bodies and 
clothes as well as healthy personnel, especially when dealing with food. 
All staff must know the relationship between their work and human health 
(Beyhan, 1999).

Protection in food hygiene, which is a very important concept; it is 
possible to know well the environmental factors that are effective in the 
development and toxins of the agents involved in food poisoning and 
to consciously implement protective measures (Alpakın, 2002). In this 
context, in order to ensure food hygiene, it is necessary to comply with 
the following hygiene rules during the purchasing, storage, preparation, 
cooking and service stages of food.

• Buying solid, clean, reliable food. 

• Storing food that will not be consumed immediately with the 
appropriate method. 

• Prepare the amount of food to be consumed, if possible, serve the 
meals immediately after cooking. 

• To choose to cook meals in a short time and at high temperatures. 

• To consider the interaction of microorganism temperature in the 
storage, preparation, cooking and service stages of food. 

• To ensure that the internal temperature is at least 70 degrees in 
reheating. 

• Do not keep cooked hot meals at room temperature for more than 4 
hours. 

• Dissolving frozen foods at refrigerator temperature. 
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• Washing raw vegetables and fruits abundantly with clean water so 
that pesticide residues can be minimized. 

• To perform all food and beverage transactions with clean water. 

• To make the food waiting for hot service at least 65 degrees (Demirci, 
2005).

4. Conclusion and Suggestions

The health and safety of workers who play a role in production and 
in the economy of countries is only possible if they get enough of the 
necessary nutrients according to their work conditions. In industrially 
developed countries, it is a legal obligation to have nutrition services 
when the number of workers belonging to the workplaces passes certain 
levels. Workers are considered to be in the risk group in terms of nutrition 
and health. In various cases, not meeting these needs of workers with 
increased nutritional and energy needs can result in work accidents, 
decrease in production and increase in costs. The menus to be planned 
taking into account the characteristics of each business will contribute 
to the health and safety of both workers and increase productivity in the 
workplace. This area, which is closely related to production and therefore 
the country’s economy, further research will contribute to the development 
of applications to be applied in various industrial organizations. Staff and 
their families should be given nutrition training to help them gain healthy 
eating habits. If adequate and balanced nutrition is not provided in the 
workplace, there will be many health problems and absenteeism problems, 
an increase in the likelihood of occupational accidents and a decrease 
in worker productivity. It is also recommended to establish cooperation 
between dietitians and workplace physicians on occupational health and 
nutrition, to plan and carry out related studies, and to provide in-service 
training to the worker in terms of health and nutrition.

The level of training of staff working in bulk nutrition services is 
generally low. They do not know what it is like to be contaminated with 
food and how it can be prevented. Some unconscious applications in the 
preparation of food can lead to food poisoning in bulk. Therefore, food 
processers should be given trainings including the basic principles of 
preparing healthy foods and personal hygiene issues. In particular, time and 
temperature control, personnel hygiene, sources of cross-contamination 
and factors affecting the reproduction of pathogens in food should be 
taught and these trainings should be carried out at regular intervals.
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1.	 Introduction

In today’s business life, the importance of psychosocial risk factors 
that reduce work efficiency and pose significant threats to health, safety and 
welfare is increasing. Psychosocial risks cause situations such as chronic 
stress, depression and burnout in business. Also increases significant costs 
for businesses and society. The subject of mobbing covers all businesses in 
the public and private sector.

Mobbing that is in the scope of the law since 1990 in developed 
countries, has been on the agenda of Turkey since 2010. “ALO-170” line 
was put into service in 2010.  The Prevention Circular for Psychological 
Harassment in the Workplace was issued in 2011.  A Board for Combating 
Psychological Harassment was established in 2012. Mobbing Information 
Guide was published in 2013.

ALO-170 service line received 55,046 calls between 2011-2017. It 
is seen that the most complaint subjects are ill-treatment, verbal abuse, 
discrimination and insult. As mobbing is difficult to prove, the solution 
based on formal procedures is not enough. In this study, it was aimed to 
build a preventive approach model by using risk assessment method to 
prevent mobbing, which is an important psychosocial risk.

2.	 The Importance of Preventive Approach Model in the 
Prevention of Mobbing

The concept of psychological harassment (psychological terror or 
mobbing) was first brought to the agenda by Psychologist Heinz Leymann 
in the early 1980s. Mobbing is an exclusionary behavior directed by one 
or more people to another. The cause of mobbing may be jealousy, racial 
and gender discrimination, hostility to religion and belief, and intolerance 
to different opinions. Mobbing is defined as a form of psychological terror 
that occurs as a systematic, hostile and immoral communication.

Today, one of the biggest psychosocial risks faced by workplaces 
(Organizations) is mobbing. The International Labor Organization (ILO) 
defines psychological harassment in the workplace as a repetitive, vengeful, 
brutal and humiliating action.

Workplaces are affected by the socio-political environments and 
contain psychosocial risks as well as financial risks.  Because, mutual 
relations between institutions, businesses, society and stakeholders; shaped 
by socio-political values and it causes problems by increasing confusion, 
distrust and uneasiness over ethical and moral behaviors (Nivarthi et al., 
2013). Therefore, workplaces is seen as a system that has to be kept under 
control in order to minimize risks (Kirsten, 2012).  Although there are legal 
regulations and environments in the countries and policies are developed 
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in this subject, the main problem is the existence of a gap between policies 
and implementation ( EU-OSHA, 2007).

The World Bank and World Health Organization bring psychological 
disorders to the agenda as one of the critical problems in societies. Mobbing 
is accepted as one of the most important causes of psychological disorders.

Some literature studies about mobbing in Turkey has made in recent 
years.  Keser (2014) Kocabas, Aydin, Canbey private, Ilhan, Demirkaya,  
(2017), Sahan (2016), Sahan and Demiral, (2019). Şahan and Demiral study 
(2019) shows that employees and employers are aware of the psychosocial 
risk and this study indicates that a law on the prevention of psychosocial 
risks in Turkey is necessary supporting role in the definition of the attitude 
of the manager. On the other hand, organizational justice, openness and 
reward systems are important functional element in preventing psychosocial 
risks. Therefore, it is important to create a preventive approach model to 
prevent mobbing.

2.1	Psychosocial Risk Factors in Working Lives

Psychosocial health factors are work-related factors that disturb the 
peace of the employees (Goetz, 2015: 2). European OHS Agency defines 
“psychosocial risks as the risks that cause serious deterioration in physical 
and mental health over time.  The economic and social conditions of the 
work and the design too effects psychosocial risks (EU-OSHA, 2007).

ILO ranks psychosocial risk factors in order of importance; 1. 
Unemployment 2. Lack of job security 3. Low wages 4. Shift work 5. 
Monotonous work.  These factors all are a cause of mobbing

According to literature studies, for an action to be considered as 
mobbing, it must be a) Intentional b) Systematic repetition c) lasting for a 
long time (minimum 6 months).

In the fifth European working conditions survey (EWCS) grouped 
Psychosocial risks into six dimensions. These are job intensity and 
workload, emotional efforts, degree of autonomy at work, ethical conflicts, 
weak social relations and lack of job security (Eurofound, 2010).

Non-standard and flexible working hours in business life reveal many 
risks and dangers. In addition, situations such as unbalanced distribution, 
workload, indifference of managers, fear of losing their jobs, working 
hours, shift system, overtime, ergonomic conditions are important psycho-
social risk factors (Richards, 2003). 

Conditions that determine psychosocial situations may be categorized 
as follows according to the conditions and environment of the work.
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¬	 Organization culture; lack of communication, problems in 
solving problems, uncertainties in organizational goals

¬	 Organizational role; role ambiguity, conflict, and inadequacy 
and overwork

¬	 Career development; career development uncertainty, over-
status attribution, uninsured employment, and inadequate social values ​​
for work

¬	 Freedom to make decisions; insufficient participation in the 
decision-making process, lack of control on the issue

¬	 Lack of interpersonal communication at work; interpersonal 
conflicts, violence and lack of social support

¬	 Business and home conflict; conflict of expectations, insufficient 
support at home, career conflict.

The criteria to be considered when evaluating psychosocial risks are 
listed as follows (AISGA, 2007).

¬	 Number of people exposed to dangers

¬	 Frequency of exposure to the hazard

¬	 Duration of exposure to the hazard

¬	 Danger information / education level

¬	 Frequency of control and recovery

¬	 Work conditions

Psychosocial risks that may be encountered in workplaces are listed 
in another study as follows (Vatansever, 2014).

¬	 Monotony at work

¬	 Technological changes

¬	 Dangerous factors at work, working environment and 
environmental conditions

¬	 Excessive workload, evaluation and promotion mechanisms

¬	 Fear of losing a job

¬	 Ambiguities in roles

¬	 Interpersonal relations

¬	 A sense of responsibility

¬	 No governance and competition



Adnan Karabulut, Dilek Öztaş, Ergün Eraslan444 .

¬	 Violation of the psychological contract

¬	 An aging workforce

¬	 Stress

¬	 Intimidation

2.2 Psychosocial Risks Related to the Business Content

The characteristics of the production tools and environment in the 
workplaces and the physical environment in the social areas, the lack of 
suitable equipment, the lack of space, insufficient lighting, excessive noise, 
potentially damaging or stressful situations are psychosocial risks related 
to the workplace.

Under objective working conditions; by examining workload, 
repetitive or variable jobs, monotony, job satisfaction, etc., a positive 
relationship was found between job complexity and job satisfaction (Judge 
et al.2000).

Higher use of ability results in less emotional exhaustion and alienation 
which is a final of mobbing (Lee and Ashforth 1996).

Workload is the physical and mental effort a person takes to achieve 
his or her job. Although excessive workload causes adverse health effects, 
little workload too creates problems.

The pace and pace of work is an important workload factor and is 
accompanied by work stress. High pace of work can negatively affect work 
stress.

2.3 Psychosocial Risks Related to Business Environment 

Excessive workload causes mental and musculoskeletal disorders. It 
has been observed that those working in non-autonomous jobs have lower 
motivation and job satisfaction (Pearson, 1992).

The level of participation in decisions is negatively related to the 
pressure and strain at work. Low participation causes a high degree of 
emotional exhaustion and alienation (Parker et al., 2002).

Poor communication, poor leadership, not defining goals and lack of 
consensus are risk factors related to organizational culture.  Job insecurity, 
lack of promotion expectation, inability to be promoted, excessive 
promotion, low wage, unclear personal evaluation systems can be used as 
mobbing tools as (EU-OSHA, 2012, Leka, S., Griffi ths, 2004).

Physical and social abstraction, weak relationships of superiors, 
interpersonal conflicts, lack of support, psychological harassment and violence, 
bullying and rude behavior are psychosocial risks and can cause harm.
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Among the sectors, the health sector is the area where mobbing is the 
most and men are exposed to more negative social behaviors than women.

According to a survey conducted in 2008 in the health sector in Turkey 
the ratio of exposed to psychological abuse changes from 23.2% to 46.5%. 
(Karatuna and Tınaz, 2010).

In Turkey, medical, bank and insurance employees, sales and technical 
staff are at high risk of bullying and mobbing. Frequency ranges between 
25-29% (Gül, 2009).

Mobbing is deliberate and negative attitudes and behaviors in 
workplaces and behaviors of one or more people aiming to intimidate, 
pacify and dismiss other persons (ÇSGB, 2013).

Mobbing that people are exposed to in the workplace should include 
some factors (ÇSGB, 2013). It should be continuous and repeated 
frequently. It must be on purpose. It should aim to pacify. It should have a 
detrimental effect on personality, health or work life. Environmental factors 
and the personalities of the parties can be the cause of psychological terror.  
Role conflict, severe workload, tense and stressful atmosphere, low job 
satisfaction and leadership problem may be given as examples 

Mobbing can start with a disagreement and can occur as a continuation 
of this behavior. The hierarchical organizational structure in workplaces 
can provide a basis for psychological reasons. This structure becomes a 
suitable environment for mobbers to hide themselves. Poor management, 
communication problems, poor leadership, fear of losing a job in a 
competitive environment, not being able to fulfill the expected jobs, a 
different structuring, and constant repetition of the same events create a 
mobbing environment ( Yılmaz, Kaymaz, 2014).

One of the factors that create an environment for mobbing is workplace 
culture. Culture is a concept that has broad meanings, and it is a way of 
transferring thoughts, feelings and behaviors to future generations. Cultural 
transfer is a dynamic process. Security is a frequently used concept in all 
areas of daily life and is a part of culture. Maslow's need theory hierarchy 
includes the need for security. Following the basic needs, it is a natural 
behavior for the individual to want to secure himself. A culture must be 
created to ensure a safe environment in a business (Ültanır, 2003).

Psychosocial factors can also cause work accidents. Safety culture 
gains importance in preventing work accidents and ensuring safe working. 
The goals of safety culture can be summarized as follows (Uslu, 2014). 
To ensure safety in important matters, to ensure the safety commitment of 
employees through interest and participation, to establish behavioral norms 
by sharing opinions about risks, accidents and diseases (Uslu,  2014).
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Flexible working hours, vacations, policies to ensure balance between 
work and home world are important for establishing a safety culture in 
organizations. In addition, communication, management organizations, 
information sharing are important to solve problems and increase efficiency 
(Hofstede, 2011).

It is stated that education is one of the important factors in the 
establishment of organizational culture. Employees' behaviors, knowledge, 
skills and abilities affect the development process. It is important to raise 
awareness with education in order to minimize psychosocial risk factors 
and provide a healthy work environment. The purpose of a good safety 
culture is to protect employees and prevent unsafe behaviors (Soft, 2008).

There are some reasons that affect the health of employees in 
workplaces and create psychosocially problems and the reasons of these 
factors have been examined under five categories separately (Çöğenli. 
2019).

¬	 Non-Institutional Workplaces

¬	 Late Payment of Fees

¬	 Long working hours

¬	 Education level

¬	 Management Issues

When the causes and consequences of the psychosocial dangers and 
risks that employees are exposed to are analyzed, it is seen that the responses 
of each employee to the problems, resistance and coping methods differ.  
While some of the employees overcome this process easily, it is observed 
that the duration of mobbing and the severity of damage increase especially 
with the decrease in the level of education.

Mobbing increases health expenses, absenteeism, accidents, mistakes, 
complaints, lawsuits, compensation expenses, results in decreased 
performance and efficiency.

In the process of psychological harassment, factors such as bad 
management and corporate culture are also effective in addition to 
individual factors. (Karatuna and Tınaz, 2010)

Employees experience discomfort when they cannot balance the 
increased burden of their work with their personal lives. According to the 
findings of the Fifth European Working Conditions Research (EWCS) 
conducted in 2010 18% of the employees state that they are not satisfied 
with the work-life balance.
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3.	 Improved Measures Against Psychosocial Risk in Turkey

According to the Occupational Health and Safety Law enacted in 2012, 
employers are obliged to ensure the health and safety of their employees. 
These obligations are preventing risks, training and informing the 
employees, making the necessary organization, adapting health and safety 
measures according to changing conditions. The employer is responsible 
for the current situation and supervision (article 4). The employer is obliged 
to take precautions regard the design of work equipment and workplaces, 
the choice of working style and production methods. In case of irregular 
negativities the employer must take necessary technical and administrative 
measures (Article 5). According to the 18th article, the employer is obliged 
to educate the employees on occupational safety and obtain their opinions.

With the Alo-170 line, which was put into service in 2010, psychologists 
record the injustices of employees. These complaints are then forwarded 
to the government agencies in charge. This service received 55,046 
applications between 2011 and 2017. 

The Prime Ministry Circular on the prevention of mobbing in 
workplaces was published in 2011 

The “Committee for Combating Psychological Harassment” was 
established within the Ministry of Labor and Social Security with the 
participation of NGOs and related parties in 2012. This is in Turkey’s 
Human Rights Council is established, the State Department and the staff 
are union representatives. The Board meets regularly twice a year. The 
Board is responsible for determining policies, training and informing 
activities, preparing guiding documents and raising awareness throughout 
the country. 

Information guide on Mobbing in 2013 and Psychological Harassment 
in 2017 were published.

In a comprehensive study on psychological harassment in the health 
sector (Karatuna & Tınaz, 2010 p. 132), it was determined that there 
were factors such as bad management and corporate culture in addition 
to individual factors in the process of psychological harassment. Some 
solution suggestions were determined in the same research. 1-Getting 
information about psychological harassment from a third person, namely 
an expert (Expert / Judge). 2-The consultant person must be from within 
the institution, otherwise the victim suffers greater harm. (Karatuna ve 
Tınaz, 2010)

Research shows that a positive workplace safety culture reduces the 
impact and frequency of psychological harassment and violence in the 
workplace. Therefore, the purpose of prevention initiatives is to create a 
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culture that decreases psychological abuse and violence.  Therefore, the 
first step in understanding this type of culture is to agenda psychosocial 
risks in company. It is important to develop workplace management that 
includes practices that promote a culture of mutual respect.

On the other hand, it is also important to consider whether the 
discomfort occurring in the employee due to psychological harassment in 
the workplace can be counted as an occupational disease within the scope 
of the Social Insurance and General Health Insurance Law No. 5510. 

Occupational disease concept is not defined in the Labor Law 
numbered 4857. Occupational Disease is defined in Article 14 of the Social 
Insurance Law No. 5510. Occupational disease is defined as a temporary 
or permanent illness, physical or mental disability, which the insured 
suffers due to a recurring reason or the conditions of the work execution. 
However, diseases caused by psychological harassment are not included in 
the list of occupational diseases in the annex of Law No. 5510. Likewise, 
the psychosocial dimension is not regulated in the Occupational Safety 
Law No. 6331. 

Occupational Diseases are divided into five groups as A, B, C, D 
and E according to the 18th article of the Regulation on Determination 
of Profession Earnings and Profession Gaining Rates. Diseases that fall 
under the scope of psychosocial health such as mobbing are not included 
in this classification. However, psychosocial diseases; It is listed under 
the title 2.4 in the ILO 2010 Occupational Diseases List. (2.4. Mental and 
Behavioral Disorders) The European Union directive no. 89/131, issued 
in 1989, includes legal regulations and risk analysis for the prevention of 
psychosocial risks.

Group A: Occupational diseases with chemical substances

Group B: Occupational skin diseases

Group C: Pneumoconiosis and other occupational respiratory system 
diseases

Group D: Profession infectious diseases

Group E: Occupational diseases due to physical factors

According to the decisions of the Supreme Court in the Turkish legal 
system, for a disease to be an occupational disease, there must be a causal 
link between the disease and the work done. Therefore, it is possible 
that mental illnesses caused by psychological abuse in the employee are 
occupational diseases.
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4.	 Assessment of Psycho-social Risk Factors with the Risk 
Assessment Model

As it is known, Ombudsman means representative or deputy. The 
classical ombudsman handles and investigates complaints about public 
policies. The ombudsman has the authority to investigate and make 
recommendations for appropriate compensation or policy change (Met, 
2016). 

Today, companies have ombudsman units. Most of the S&P 500 
companies have ombudsman units as well as ethics and social compliance 
units. These units conduct research and prepare reports to prevent bad and 
negative behavior within the organization (Singer, 2010).

Organizational ombudsman can be defined as a person or unit that 
has been appointed impartially within an organization and assists the 
organization members in resolving their conflicts and problem solving 
processes. (www.ombudsassociation.org, 2012) According to another 
definition, the organizational ombudsman is an independent and impartial 
institution within the company or an institution where employees can talk 
about their problems or complaints in private without keeping an official 
record. (Holmes, 2012)

The organizational ombudsman can be applied in state institutions, 
universities, companies, non-profit non-governmental organizations.

The organizational ombudsman function has changed due to 
developments in demographic, technological and globalization. (Singer, 
2010) Although mobbing can be solved within the scope of the Ombudsman 
Model, the subject of this article is to analyze Mobbing with the risk 
assessment model. 

According to the 3rd article of the Occupational Health and Safety 
Law, risk assessment is the determination of the dangers that exist in the 
workplace or that may come from outside. Risk assessment includes the 
studies required to be done in order to analyze and grade the risks arising 
from hazards and to decide on control measures. According to Article 4 of 
the Law, the employer has to have a Risk assessment done. When making 
a risk assessment, the employer takes the opinions of the employees 
according to the 18th article of the law and informs the employees 
according to the 6th article. If the risk assessment is not made in mining, 
metal, construction works and works with hazardous chemicals, the work 
is stopped according to Article 25 of the Law and administrative fines are 
imposed according to Article 26.

According to the Article 12 of the Risk Assessment Regulation, the 
risk assessment is renewed at the latest every two, four and six years 
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respectively in very dangerous, dangerous and less dangerous workplaces.

According to the 22nd article of the Occupational Safety Law, the 
employer has to establish an occupational safety board if he has 50 or 
more employees. One of the important duties of the board is to make a 
risk assessment. Psychosocial risks are an area of ​​occupational health and 
safety that is less well known to other risk groups. Increasing workload, 
working hours and pace of work cause many negative effects on employees. 
These negative effects lead to some undesirable consequences such as low 
organizational commitment and absenteeism. The Occupational Safety 
Law requires risk assessment, even if there is one employee.

There are many qualitative and quantitative risk assessment methods. 
Preliminary Hazard Analysis, Primary Risk Analysis, Security Function 
Analysis, Risk Map, Occupational Safety Audit, Occupational Safety 
Analysis, Process / System Checklists, Process Review Technique, 
Relative Ranking-Dow and Mond Index Analysis, Risk Analysis, What If 
Happens? Analysis, Hazard and Operability Analysis, Error Types, Effects 
and Criticality Analysis, Error Tree Analysis, Event Tree Analysis, Cause 
- Result Analysis, Human Error Analysis, Human Error Identification, 
Human Reliability Assessment, Human Error Rate Estimation Technique, 
Hierarchical Task Analysis, Management View and Risk Tree Analysis, 
Energy Analysis, Safety Barrier Diagrams, Kinney Model, Zurich Hazard 
Analysis, Machine Risk Assessment, Hazard Early Warning Model, 
Deviation from Averages Technique, Weighted Average Deviation 
Technique and Risk Assessment Table are some of these methods. (Ceylan 
et al., 2011)

Although there are many qualitative and quantitative risk assessment 
methods, documents and guidelines on psychosocial risk assessment are 
quite limited (Vatansever, 2014). 

5.	 Results and Recommendations

Psychosocial hazards and exposure risks have social consequences. 
Negative experiences and the number of workplace doctors affect both 
social and family life of individuals. It is important to educate employees 
about psychosocial hazards and risks.

At this stage, Security culture gains importance. Although all 
precautions are taken, it is not possible to completely prevent psycho-
social risks, especially mobbing. Because there will always be factors that 
trigger mobbing such as competition, unemployment, greed and jealousy. 
Therefore, the early prevention system that will detect and reduce the risk 
of mobbing gains importance. 
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In our model, when we consider the Occupational Safety Board as an 
Organizational Ombudsman and the Chairman of the Board as the Chief 
Auditor; Especially prevention of mobbing caused by psychosocial risk 
factors will be easier and more effective.

Occupational Safety legislation is based on a self-management model 
rather than a rule maker. Therefore, the risk assessment model including 
ombudsman will be effective in developing and maintaining workplace 
culture (Gülnur, 2012)

Occupational Safety Law, Risk Assessment Regulation, Occupational 
Safety Boards Regulation, Penal Code and Labor Law provisions contain 
regulations that will enable the model to work more efficiently.

There are difficulties in determining psycho-social risk factors, 
especially mobbing. It is considered more appropriate to use risk assessment 
methods including linguistic elements in the detection of psychosocial risk 
factors.

Risk assessment methods such as Fuzzy Delphi Method (FDM) and 
Fuzzy Interpretive Structural Modeling (FISM) seem to be appropriate.
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1.	 Introduction
Electromagnetic radiation (EMR) is the type of energy around us that 

can take many forms, such as radio waves, microwaves, X-rays, and gamma 
rays. Sunlight is also a form of EMR energy. Visible light is only a small 
part of the EMR spectrum and includes a wide range of electromagnetic 
wavelengths.  

Throughout the 20th century, the initially poor EMR engulfed us, 
man-made, an unforeseen byproduct of modern electricity. EMR flies and 
is invisible to humans at the speed of light. Typically it is structured based 
on frequency and wavelength. The frequency of EMR corresponds to the 
Hertz (Hz) number of cycles per second. The physical size of the wave 
refers to the wavelength and the wavelength is inversely proportional to the 
frequency. The longest wavelength is extremely low frequency (ELF), and 
high frequencies (HF) have a shorter wavelength, such as radio frequencies 
(RF) or microwaves. 

Alternating current (AC) fields, direct current (DC) fields, magnetic 
fields, electrical fields, RF waves/microwaves, ionizing and non-ionizing 
radiation are composed of electromagnetic radiation. AC refers to an 
alternating current that continuously changes polarity, generating a 
repulsive force effect, from positive to negative. DC refers to a continuous 
field or constant power, which is a direct current. Ionizing radiation is 
made up of particles that have enough energy individually or may release 
sufficient energy to expel an electron from an atom or molecule.

The concern of people being exposed to electromagnetic radiation and 
its negative effects has been going on for over thirty five years. We are 
faced with insidious enemies that are invisible but have negative effects on 
living things. We live with electromagnetic fields of different frequencies 
in almost every point we breathe, especially in environments where all 
electrical devices are in operation. Therefore, depending on the work 
done, it is exposed to the effects of these areas. When radiation is defined 
broadly, it is seen that electromagnetic waves cover the entire spectrum. 
Over the past century, the research community has gained a great deal of 
information on radiation physics and the effects of radiation on humans, 
animals and plants (Habbash, 2008). Since then there has been continuous 
discussion of the impact of electromagnetic radiation on humans, animals 
and the environment.

Animal experiments, studies on cells, clinical studies, computer 
simulations, and epidemiological studies so far provide valuable 
information about the effects of electric and magnetic fields on human 
health (Çal, 2016). Especially in children, the rate of exposure to extremely 
low frequency electromagnetic fields is higher, and the research conducted 
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on children with leukemia in 27 member countries in the European Union 
clearly shows this (Grellier et al., 2014). The heating effects produced 
by Radio Frequency (RF) radiation scanning are a source of biological 
damage. The authors suggested that children who are exposed to magnetic 
fields of greater strength have a higher chance of developing leukemia than 
children who are not exposed (Redlarski et al., 2015). In another study, it 
is stated that electromagnetic waves can increase the level of estrogen in 
women, and testosterone hormone in men (İspirli et al., 2015: 1).

The number of users using communication systems increases day 
by day with the advancement of technology, and the electromagnetic 
radiation generated by the expansion of the systems’ capabilities increases 
accordingly. Unfortunately, the important cell phones and base stations to 
which they are connected are the largest source of this contamination (Pala 
et al., 2015).

Many studies have been conducted in city centers (Güler et al., 2010; 
Özgümüş et al., 2010; Karadağ et al., 2014; Polat, 2013; Uygunol, 2009; 
Cansız, 2010;Sorgucu et al., 2011; Şahin et al.,2013) university campuses 
(Düzgün, 2009; Kunter, 2015; Mousa, 2009; Olubosede, 2012; Nassiri et 
al., 2012; Güneşer at al., 2007; Ema, 2020;Sarıkahya, 2014; Etem at al., 
2016; Çeçen et al., 2016) and metropolises (Usikalu et al., 2012 ) to measure 
and evaluate the intensity of electric and magnetic fields, and important 
results have been presented. Narda brand SRM 3000 model measuring 
device was used in high-frequency electric field measurements made in 
close proximity of 33042 base stations in various parts of our country in 
2010 and values close to the limit values determined by the Information 
Technologies Authority (BTK) were obtained (Cansız et al.,2014).

Some studies have been carried out to investigate the effects of radiation 
emitted by base stations according to the type of installation (Seyfi, 2015). 
On the other hand, the health effects of very low frequency radiation (such 
as 3-3000 Hz) have been studied and studies have shown that in those living 
near to high voltage lines, the health risk is higher (Tükkan and Pala, 2009; 
Kulkarni and Gandhare, 2012). Significant research, both domestically and 
abroad, have also been carried out, showing that electromagnetic fields 
released from base stations and wireless devices have a significant impact 
on the environment and living things (Sivani and Sudarsanam, 2012; 
Mollaoğlu and Özgüner, 2006; Bold et al., 2003; Verkasalo, 1996). In a 
doctoral dissertation study conducted by Ankara University, the effects of 
electromagnetic radiation on hospital staff in a hospital were investigated 
and significant results were obtained (İlhan 2008). All of these studies 
point out that electromagnetic radiation should be measured periodically, 
otherwise we will face unavoidable consequences.
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The aim of this project is to determine low frequency based radiation 
sources by measuring electromagnetic pollution values ​​with scientific 
methods in certain points of Muş province and to contribute to the literature 
in this field.

In this project, low frequency electromagnetic radiation values, in 
other words electric field measurements of 11 different points under the 
control of VEDAŞ firm located in the central points of Muş were made 
periodically. Periodic measurements were made over 12 months and four 
times a month and were evaluated by taking the monthly average of the 
measurements. A 12-month time series was created for the measurements 
of the 11th point in Yeşilce District and future predictions were made with 
the help of time series functions of the R programming and modeling 
environment. This study, which is the first in this field, was supported 
by the Scientific Research Projects Unit (BAP) of the Rectorate of Muş 
Alparslan University with the project coded BAP-18-MMF-4901-01.

Within the framework of the project, it is aimed to achieve the 
following results by comparing the low frequency electromagnetic 
radiation measurements obtained in different parts of Muş province with 
different regions:

1. Investigation of low frequency EMR effects emitted by energy 
cabins located in the most fundamental points of Muş province.

2. Investigation of low frequency EMR effects released due to high 
voltage lines passing through certain parts of the city.

3. Modeling the exposure with the support of artificial intelligence 
algorithms (Stuart, 2010) and estimating with the help of time series at 
points where energy cabinets are located in the city

2.	 Exposure Standards
The International Commission for Non-ionizing Radiation Protection 

(ICNIRP) and the Institute of Electrical and Electronics Engineers/
American National Standards Institute (IEEE/ANSI) have set limit values 
as a precaution (ICNIRP, 1998; ICNIRP, 2009).

According to the national public exposure limits defined cities in 
Turkey 50 Hz electric fields in the network frequency limit value of 5000 
V/m and magnetic field of public exposure and the intensity of 80 A/m 
respectively. Table I shows all limit values in low frequencies. These limit 
values were taken into consideration while making measurements.
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Table I: Public exposure limit values in the 1 Hz-300 GHz frequency band 
determined by ICNIRP (ICNIRP, 2009; webarchive, 2020)

Frequency range Electric field strength 
(V / m)

Magnetic field strength (A 
/ m)

1 Hz’ e kadar - 3.2 x 104
1-8 Hz 10000 3.2 x 104/f
8-25 Hz 10000 4000/f
25 Hz - 3 kHz 250/f 5
3-150 kHz 87 5
0.15-1 MHz 87 0.73/f
1-10 MHz 87/f0.5 0.73/f
10-400 MHz 28 0.073
400-2000 MHz 1.375/f0.5 0.0037/f0.5
2-300 GHz 61 0.16

According to the limit values given in Table I, measurements are made 
with devices that have the properties specified in the calibrated regulation 
and express the limit values for a single device. The safety distance to 
be taken into account when making measurements; It is calculated by the 
formula given in equation (1), determined by the International Radiation 
Protection Board (IRPA), considering the antenna’s broadcast direction 
and from the antenna (REGA, 2015).

  (meter)			     	      (1)

In this formula;

d: Safety distance (meters),

P: Device output power (Watt),

G: Antenna gain (dBi),

E: It refers to the limit value of the electric field (Volt / meter).

3.	 Material and Method

3.1	Data Collection Studies 
The SMP2 measuring device of the Wavecontrol company shown 

in Figure 1 was used in field measurements. This device fully meets the 
standards set by our country and many world countries. This device also 
complies with the measurement instrument standards determined by BTK 
and its calibration was performed in accordance with all standards by the 
manufacturer in the previous project period.
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Figure 1: Wavecontrol SMP2 EMR device used in measurements

Depending on the probe used the SMP2 system will calculate values 
such as electric field, magnetic field, and electromagnetic power density in 
the range of 0 Hz-18 GHz. At frequencies up to 400 kHz, it can perform 
spectrum analysis. It can record the positions where the measurements are 
made automatically thanks to the integrated GPS system. It stores in its 
memory a large number of measurements and allows the measurement 
values to be passed to the computing world.

The same company’s WP400 probe, shown in Figure 2, is the probe 
used in the measurements. This probe can be used to calculate values 
in the range of 1 Hz - 400 kHz, such as electric field, magnetic field, 
electromagnetic power density.
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Figure 2: Wavecontrol WP400 low frequency probe

With the help of the above-mentioned measuring device and probe;

1- The electric field values ​​emitted by the devices inside the panels 
and right next to the electrical panels at 10 different points in certain points 
of Muş province were measured as V / m. Measurements continued for 
12 months. In a month, four measurements were taken for each point, and 
the average value for that point was obtained by taking the average of the 
measurements in a month. The Google Earth view of the points in the city 
where the measurements were made are given in Figure 3, the addresses of 
the measurement points in the city and the latitude / longitude information 
in Table II, and the field study image of one of the measurements is given 
in Figure 4.

2- Daily/weekly periodic measurements of the high voltage power line 
passing through Yeşilce district were made. Measurements continued for 
12 months. By taking the average of the measurements taken four times a 
month, monthly data and the monthly values ​​obtained during the 12-month 
period were combined to create a 12-month time series.
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3.2	Measurements made at measuremet Points
The EMR measurements of the transformer cabinets of the VEDAŞ 

Company, which provides electricity service to the city center and the city 
of Muş, were made not at a single point, but by visiting every point of the 
transformer cabin. Each measurement was carried out in a 6-minute time 
frame. Thus, it was evaluated whether the EMR values released from the 
cabins would have negative effects on human health by taking the average 
of the values obtained. The measurements were made at a height of 1 
meter from the ground. Four times a month measurements were made for 
each transformer cabinet in the city center. The monthly EMR value was 
calculated by taking the average of the monthly values obtained for each 
point.

Figure 3: Google Earth view of the measurement points in the city center

Table II: Address, latitude / longitude information of the points in the city where 
measurements were made

Cabin number Point Latitude and Longitude Information

1 38,744772	 41,497662

2 38,742731	 41,496799

3 38,735669	 41,492544

4 38,738203	 41,488018

5 38,734914	 41,484653
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6 38,732666	 41,488872

7 38,733964	 41,489593

8 38,73643	 41,496906

9 38,740606	 41,501118

10 38,74343	 41,513453

 
Figure 4: A view from the field study where the measurements were made (Yeşilce 

neighborhood under the high voltage power line)
The 12-month measurement averages of 10 points in the city, which 

are measured periodically, are graphically given in Figure 5. The highest 
EMR value measured during the project period was measured at M5 and 
in December 2018 as EM5 = 20.14 [V/m]. The most obvious reason for 
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the high EMR value obtained here compared to other points is that the 
partially collapsed cabin energy line is a little closer to the surface. The 
second highest value was measured at M8 point in March 2019 as EM8 = 
9.00 [V/m]. At this point, a higher value was obtained compared to other 
cabinets due to the measurement under the energy pole. The measured 
EMR value at other cabin points in the city remained at the level of Eother 
<= 2.00 [V/m]. It has been determined that the average values ​​measured 
at the transformer points, low frequency electromagnetic radiation (EMR) 
intensity is lower than national and international limits.

Figure 5: Monthly average EMR values measured in VEDAŞ cabinets

In the Yeşilce district, EMR values measured under the 30 kW power 
line and 2.5 m above the ground were in the band of 4010 V/m and 4700 
V/m. The highest average value measured for 12 months at the high 
voltage point was 4809 V/m in March 2019 and the lowest average value 
was measured as 4010 V/m in May 2019. In this case, since the radiation 
at the high voltage point is below 5000 V/m, it does not pose a risk yet, 
but repeating the measurements from time to time is of great importance 
in terms of health. 
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4.	 Modeling Electromagnetic Radiation Values with Time 
Series
Artificial intelligence, or machine intelligence, is a field of study that 

aims to give cognitive powers to program computers to learn and solve 
problems. The purpose of artificial intelligence is to induce computers 
to think in a way similar to human intelligence. Artificial intelligence 
cannot completely mimic human intelligence, so computers can only be 
programmed to do certain aspects of the human brain.

Machine learning is a branch of artificial intelligence that helps 
computers program themselves based on input data. Machine learning 
offers data-based problem-solving capability compared to artificial 
intelligence. Artificial neural networks (ANN) are an example of machine 
learning algorithms.

Time series prediction is an important area of ​​machine learning. This 
is important because there are too many estimation problems involving the 
time component (Ciaburro, 2017).

While creating the linear regression model, it is accepted that the errors 
are independent from each other. However, the situation is different in time 
series and it is accepted that the errors affect each other. To put it more 
clearly, the error terms are related to the previous one depending on the 
time. Time series are sequential measurements of the same variable over 
time (Brockwell  and davis, 2016). The measurements that make up the 
time series can consist of different time periods. For example, these zones 
can range from small time units to large time units. Besides time zones 
such as seconds, minutes, hours; There are also daily, weekly, monthly and 
annual time frames. If we have a variable named y, which is expressed as a 
time series and consists of the annual air temperature values ​​of a region, we 
can express the values ​​measured in the time interval t as yt. An automatic 
regression model emerges when each yt value in the time series is subjected 
to regression in the same time series depending on previous values ​​such as 
yt-1. He can express such a model mathematically as follows:

		                            		        (2)

Where; 

 independent variable,

 dependent variable expressing the previous year,

 intersection value,
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 slope,

 indicates the error term.

In such a model; a response variable belonging to the previous 
time frame becomes the input (predictor) variable for the next step this 
time. Errors have our usual assumptions about errors in the simple linear 
regression model. 

4.1	Analysis of EMR Time Series in R Environment

The 12-month time series obtained at the end of the 12-month 
measurement within the scope of the project is given in Figure 6.

There was a partial decrease for the month after June 2018, when the 
measurements started on the time series, a slight increase in the next month, 
a decrease between August and September and an increase from October 
2018. Although the ongoing increase decreased partially in February 
2019, it peaked in March 2019. A decrease was observed in the April-May 
interval during which the measurements were carried out. In general, it has 
been observed that the EMR value released to the environment is higher 
because more electricity is consumed in winter than in summer.

ETS, TBATS and HoltWinters prediction models in forecasthybrid 
and forecast libraries are used to model time series in R environment. The 
ggplot2 library was also used for drawing graphics. However, the fact that 
the time series is very short and consists of only 12 data has emerged as 
a constraint, and algorithms that require more data for efficient operation 
could not be used.

The first 9 months of the EMR time series obtained at the end of the 
measurement were reserved for training processes, and the remaining 3 
months for testing.

Various statistical measures, including Mean Absolute Percent Error 
(MAPE), root mean square error (RMSE), and mean absolute error (MAE), 
were calculated to examine the performance of the models using time 
series numerical values ​​(Namin and Namin, 2018). MAPE represents the 
percentage of mean absolute error. The error is obtained by subtracting the 
predicted value from the actual or observed value. Equations for MAPE and 
RMSE and MAE metrics are given in Equations 3, 4 and 5, respectively.

          	     			   (3)

   	          	       			   (4)
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           	           	                    		  (5)
The t, T, et, yt and h given in the equations show time, number of 

observations, prediction error, actual value and future forecast horizon, 
respectively.

Figure 6: 12-month EMR time series

First Prediction Approach:

RMSE, MAE and MAPE metric values of EMR time series for ETS 
and TBATS models are given in Table III.

Table 3: Metric values of ETS and TBATS models

Model Name RMSE MAE MAPE

ETS 382.21 337.00 7.96

TBATS 291.61 258.72 6.12

In this case, it is possible to say that the TBATS model makes less 
error in the prediction process with a value of 1.84% compared to the 
MAPE value. Figure 7 shows the estimation graphics. Clear lines in the 
forecast charts show the estimate, Dark colors show an 80% estimate, and 
light areas show a 95% estimate.
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Figure 7: ETS and TBATS quarterly forecast charts

Second Prediction Approach:

In the second approach, the prediction process was made by using 
more than one model with the HybridModel library of the R programming 
environment. In the prediction process of the hybrid model in which ETS 
and TBATS models are used together, the RMSE, MAE and MAPE metrics 
have values of 102.71, 90.08 and 2.06, respectively. This shows that the 
result is more successful if the algorithms are used jointly rather than one 
by one. Figure 8 was produced for the results of the quarterly estimates and 
Figure 9 for the 12-month forecast results.

Figure 8: Collaborative prediction graph with Hybrid Model
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Figure 9: 12-month forecast graph with HybridModel

Third Predictive Approach:

It is possible to use HoltWinters, a simple exponential smoothing 
prediction model, to make predictions using simple exponential smoothing 
in the R environment. To use the HoltWinters () property for simple 
exponential smoothing, it is necessary to set the beta = FALSE and gamma 
= FALSE parameters in the HoltWinters () function. The 12-month forecast 
graph of the EMR time series using the HoltWinters model is given in 
Figure 10. It can be said that the logarithmic estimation is better than the 
normal estimate according to the SSE metric.
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Figure 10: Modeling plot with HoltWinters (left: Normal forecast, right: 

logarithmic forecast)

5.	 Conclusion
1.	 In this study, the electromagnetic radiation values ​​emitted by 

the low frequency VEDAŞ energy cabinets were obtained from the 
measurements made with the Wavecontrol SMP2 EMR device at 10 
different points in the city center of Muş. The effects of the obtained 
values ​​on human health and the environment were evaluated.

2.	 In addition, a 12-month time series was created based on the 
periodic measurement results of the 30 kW high voltage power line passing 
through the Yeşilce district. Future predictions of EMR values ​​were made 
with the help of R programming libraries and prediction models using the 
created time series.

3.	 The following conclusions have been reached for the 
electromagnetic radiation values ​​measured in the city:

4.	 When the average of all the measurements made around the energy 
cabinets in the city, the value reached is 3.68 V/m. The partial demolition 
of the electrical cabinet located at the top of the Tuba Mosque in the city 
caused a higher EMR value. At this point, the largest and smallest values ​​
measured are Emax = 20.81 [V/m] and Emin = 18.06 [V/m], respectively. 
The measured values ​​in the city, the exposure limits defined for Turkey 
remains far below. Therefore, EMR values ​​emitted by cabins in the city 
do not yet pose a danger to living things and the environment.

5.	 In the measurements made in Yeşilce neighborhood where the 
high voltage power line passes, the average highest value was measured 
as 4809 V/m in March 19 and the lowest value as 4010 V/m in May 19. 
The measured average values ​​are well below international standards. 
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These values ​​are based on nationally defined limit at 50 Hz for electrical 
equipment in Turkey 5000 V/m electric field does not exceed the limit, but 
was found to be 80% and 96%, respectively.

6.	 In general, it has been determined that electromagnetic pollution 
increases more in winter months when electrical devices are used 
intensively.

7.	 In the study, a value above the national and international limit 
values ​​was not measured at any point in the city center of Muş. It is of 
great importance to regularly measure electromagnetic fields, especially 
at risk points. In this project, low frequency electromagnetic radiation 
values ​​were studied. It was found that these values ​​changed over time. It 
is probable that it will be useful to examine changes in electromagnetic 
pollution with regular measurements in order to identify possible risk 
factors in advance.

8.	 It has been observed that the TBATS prediction model is more 
successful in the estimation process using time series, which are accepted 
as a sub-branch of Machine Learning. It is a constraint that the time series 
consists of only 12 values ​​per month, and many deep learning and other 
statistical algorithms in the R environment could not be used due to the 
lack of data in the prediction process. However, the estimation process 
was successfully performed with 6% error with three different approaches 
used in the study.
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1.	 INTRODUCTION

Several electromagnetic (EM) applications like designing and 
modelling of the antennas, waveguides, communication systems, fiber optic 
technologies, radar and satellite systems are not analytically computable due 
to irregular shapes of the devices. Therefore, some numerical techniques 
are needed to make these calculations.

There are many computational electromagnetics  methods used 
to solve the problems. The most common of these methods are Finite 
Element Method (FEM), Finite Difference Time Domain (FDTD) and 
Method of Moment (MoM). While the first two of these methods are 
used as differential equation solvers, the other is used as integral equation 
solver. Implementations of the numerical methods are complex and time 
consuming since millions of equations must be solved simultaneously when 
making computations. Hence, accelerating the solver part of these methods 
is very important and necessary. Field Programmable Gate Arrays (FPGA) 
can overcome this problem thanks to their many features, especially their 
parallel processing capabilities.

In this study, FEM, FDTD, MoM and FPGA are introduced and some 
prominent works related with the FPGA implementations in computational 
methods are mentioned.

1.1. Electromagnetic Computation Methods

EM computations have an important place in the design of various 
electrical engineering applications. These computations are made by using 
some numerical techniques. One of these approximations is FEM which is 
widely used in modelling the EM problems having complex geometries. 
It has attracted great attention from researchers with the advancement in 
technological developments [1]. However, it has many linear equations 
in large sparse systems. Hence, the great part of the solution run-time is 
consumed when solving these equations.

Another powerful computational technique is FDTD. This technique 
provides a direct time-domain solution of Maxwell’s Equations whose 
differential form is given in Fig. 1. The reason this method has become 
a powerful method for solving a wide variety of electromagnetic areas is 
that it can solve Maxwell’s equations with almost any type of medium [2]. 
Just like in FEM method, the 3D simulation in FDTD method involves 
millions of computational cell volumes. It is computationally intensive and 
simulations must run for a long time on multiprocessor supercomputers. A 
flowchart for the complete process of the FDTD method is given in Fig. 2 
as an example [3].
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Figure 1. Differential form of the Maxwell’s Equations and definitions of the 
symbols

Figure 2. The process of FDTD method [3]

MoM is another basic method used to model the EM problems, which 
was first proposed by Harrington [4] and is still used in many applications. 
MoM is a numerical method based on integral equations in the frequency 
domain. The main formulation of the method is the integral equations 
obtained using Green’s functions. In this method, the examined structure 
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should be divided into segments. It then needs to be written and resolved as 
a matrix system. The size of the matrix system depends on the number of 
segments. As the number of segments increases, the numerical difficulties 
arise when taking inverse of the impedance matrix. Thus, the calculation 
volume and its duration increase exponentially in this method.

In summary, implementations of the FEM, FDTD, MoM and other 
numerical methods are complex and time consuming since millions of 
equations must be solved simultaneously when making computations. 
Thus, the solver part of these methods must be very fast.

Software-based solvers are fed into microprocessors and computed 
serially. Every software instruction must be decoded before starting to 
execution. The microprocessor must read and decode each instruction 
sequentially and then execute it. This situation creates an extra overhead 
for each operation [5]. They don’t scale well when the number of equations 
increase and they are often too slow to be practical for many real-time 
applications [6].

The usage of Application Specific Integrated Circuit (ASIC) may be 
another option. However, it has a long development period, costly, and 
also inflexible. What’s more, once the ASIC chip is fabricated, it cannot 
be modified. If any part of the logic needs to be changed, the chip must be 
redesigned and refabricated.

FPGAs may be a suitable alternative which can overcome the 
mentioned problems thanks to their low costs, reconfiguration capabilities, 
parallel processing features, and speeds enough to work in complex 
systems. In the next section, the introduction, features and advantages of 
the FPGA will be mentioned.

1.2. What is FPGA?

FPGA is a general-purpose logic device containing a large number 
of chips, successfully performs the arithmetic operations and multiplexers 
can be embedded in. FPGAs are programmable in the field to create 
logical functions what designers need. They can be defined as integrated 
circuits whose hardware structures can be changed after production 
according to the desired function. In other words, FPGAs are the circuits 
whose transistors are produced independently and freely. Transistors are 
connected to each other according to the user specified function. Then, 
the desired application is performed [7]. They can also be reprogrammed 
run-time, namely reprogramming FPGA partly is possible in case that the 
system is running on the other part of the chip. These characteristics offer 
higher elasticity for the FPGAs and appropriateness for several practices. 
From the outside view, FPGA is a single chip, while the inside structure 
consists of the adjustable logic blocks, input-output (IO) units around these 
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blocks and programmable connections that connect all these units. The 
FPGA structure is illustrated in Fig. 3 [8,9].

Figure 3. The inside structure of an FPGA
In summary, FPGAs provide the benefits of both ASICs and software-

based solvers. Similar to the ASICs, FPGAs could potentially manage a 
myriad of logic gates, which are optimally designed for a specific function 
and in a single integrated circuit. Even though FPGA-based designs do 
not challenge the performance of ASICs, there are few applications that 
deserve the high cost of very expensive ASICs. Also like software, FPGAs 
are reprogrammable by designers at any time. Hence, there are flexible and 
convenient. Although the FPGA-based developments are costly compared 
to the software, they can show extremely high performance surpassing 
any programmable solutions [10]. Therefore, the usage of the FPGAs 
accelerates the solving of numerical methods and has an important role in 
EM computations. In the next section, some prominent works related with 
the FPGA implementations in numerical methods will be mentioned.

2.	 RELATED WORKS

2.1. FPGA Implementations of the FEM

Accelerating the FEM using FPGA for EM computations is one of the 
most significant works. There are many studies prepared for this purpose. 
For example, in the study of [11], the researchers introduced a hardware 
solver going through the most time-inefficient phase in FEM. The device 
and software of choice were Altera Cyclone II FPGA and Quartus II 9.0 in 
the study. Pipelining process was fulfilled and the clock speed was recorded 
nearly at 114.61 MHz. The hardware solver was used to solve the EM 
boundary value problems. Based on the measurements, the speed was raised 
by 4 times more than the software performance on a standard computer.
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A deeply pipelined FPGA design for efficient sparse matrix-vector 
multiplication (SpMV), which is a kernel for several iterative numerical 
techniques to discover sparse linear systems, was developed in [12]. The 
authors of the paper developed their own pipelinable striping scheme in 
order to improve the total usability of their own hardware design.

In another study of Zhuo and Prasanna, LU factorization method 
implemented a direct solver. For the calculations on a Xilinx Virtex- II 
Pro XC2VP100, a circular linear array of processing elements in double 
precision became useful. The minimum latency period could be yielded 
using any design of LU decomposition in that study. The proposed design 
provided around 4 GFLOPS which was greater compared to the retainable 
operation of a LU decomposition algorithm exclusively optimized for a 2.2 
GHz AMD Opteron processor [13].

Greisen et al. examined many solvent methods and presented 
a discussion on hardware trade-offs, with demonstration of FPGA 
architectures of Cholesky direct solver and BiCGSTAB iterative solver. 
In the study, it was concluded that 32K x 32K matrices were solved at 
less than 50 fps through the FPGA applications having higher performance 
than software applications by one or multiple orders of magnitude [14]. 

In another study related with the FPGA implementation of the FEM, 
Johnson et al. designed sparse direct LU decomposition and implemented 
a prototype on FPGA. They monitored the performance with reference 
to a platform based on universal processor. The results showed that the 
sparse LU decomposition hardware design application by using FPGA was 
capable of an order of magnitude speedup relative in comparison with the 
Pentium 4 based system. These results highlight the usage of FPGAs for 
high performance sparse direct LU decomposition [15].

2.2. FPGA Implementations of the FDTD 

A number of works purposed to speed up the FDTD method for the 
EM computations. The first use of the FPGA device on this method was 
proposed in [16]. One-dimensional FDTD cell was implemented on FPGA 
and the activities were successfully simulated in that work. A pipelined 
bit-serial arithmetic architecture helped to transfer the algorithm to 
FPGA-based hardware. The results of the paper showed that the proposed 
hardware design made the one-dimensional algorithm quicker than the 
software design. 

 Kosmas et al. introduced and tested a pseudo-2D FDTD hardware 
architecture [17]. The study demonstrated that the results of software 
and hardware implementations. According to the obtained results, the 
qualified algorithms and the capable resources facilitated the hardware 
implementation to raise the computational speed up to the peak. The 
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hardware speed was corresponding to that of 24 times the fastest software 
implementation running on 3.0 GHz PC. 

Durbano and Ortiz accelerated the FDTD using a customized 
accelerator board compatible with the specified configurations (DDR 
SDRAM ≤ 16 GB, DDR SRAM=36 MB) as well as Xilinx Virtex-II 8000 
FPGA and an external PCI controller. Although the accelerator cards 
used in that study required multiple-PC solutions, such weakness did not 
obstruct a 23-fold acceleration and an almost 6-fold hike at its zenith of 
problem size [18].

An FPGA-based architecture using OpenCL was shown in [19]. This 
architecture was proposed to apply the iteration level parallelism in order 
to decrease the external memory access. In that study, the processing 
speed reached up to relatively 4 or more times higher level to the GPU 
implementation and 13 times higher level to the CPU.

In the study [20], a method using the FPGA which employs a 32-
bit operation machine was investigated to short the required time for the 
FDTD process. For this aim, an analysis about the processing time for 
an FPGA implementation was made. The authors of the paper focused 
on decreasing the number of data taken from the DDR memory. It was 
shown that the used techniques reduced the computation time by 22 times 
compared to the time required by a computer using commercial software.

2.3. FPGA Implementations of the MoM Studies

There are several studies presenting the FPGA-based accelerator for 
MoM solutions. Using an FPGA-based hardware implementation, the 
study of [21] offered parallellization of the iterative matrix solution for 
multiple RHS vectors in a low-rank compression-based fast solver scheme. 
This technique enhanced the capacity of multiple conductors to extract the 
electrostatic parasitic capacitance in a Ball Grid Array (BGA) package. 
In another study, the same researchers proposed similar hardware design 
toward a double-leveled parallelization scheme. The authors used a 2.4 GHz 
Intel Core i5 processor and observed that speedup was linearly scalable 
with FPGA resources and the software implementation had 10x higher 
velocity than equivalent one. Virtex-6 XC6VLX240T FPGA on Xilinx’s 
ML605 board was used in that study. The authors also emphasized that the 
proposed method could be applied to other forms of EM extractions.

Another study investigated the CPU/FPGA application of the matrix 
assembly phase of the (MoM), based on the frequency-domain integral 
equation-based formulation including piecewise linear function and the 
image methods to appraise the radiation pattern of the antenna system [22]. 
The code executed on the device ran only one single work-item OpenCL 
kernel in order to take advantage of the proposed architecture. It was 



 .485Theory and Research in Engineering II

reported that the speedup ratios were computed as relatively approximately 
2.08× with reference to the single-core CPU approach and as nearly 1.11× 
to two-core CPU implementation.

3.	 CONCLUSIONS

There are several numerical methods used to solve computational 
EM problems. In this study, FEM, FDTD and MoM, which are the most 
known and preferred methods, have been briefly introduced. It has been 
mentioned that implementations of these methods are complex and time 
consuming since millions of equations must be solved simultaneously in 
calculation process. It has been emphasized that speed up the solvent part 
of the methods is very important and necessary. The merits and drawbacks 
of the sofware-based, ASIC-based and FPGA-based solver systems have 
been discussed. The properties and structures of the FPGAs have been 
shown in detail. Several works related with the FPGA implementations 
have been reviewed. The results of these works indicate that FPGA 
hardware implementation can achieve significant acceleration for solving 
numerical method algorithms. Finally, it can be concluded that the usage of 
FPGAs has an important role in computational electromagnetics.
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1. INTRODUCTION 

ANFIS is combined of fuzzy logic and artificial neural networks. 
Due to the advantages of both methods, it emerges as a powerful artificial 
intelligence technique. When the literature is examined, it is seen that it is 
used in the solution of many real world problems. Student modeling, 
medical system, economic system, traffic control, image processing and 
feature extraction, forecasting and prediction, manufacturing and system 
modeling, electrical and electronics system are some of the areas where it 
is used (Mitiku & Manshahia, 2018). 

One of the important issues about ANFIS is the training process. 
There are two groups of parameters used in ANFIS training. These are 
premise and consequent parameters. In fact, training of ANFIS means 
determining the ideal value of these parameters. There are 3 different 
approaches in ANFIS training. These are derivative-based, heuristic 
algorithm and hybrid algorithms. The disadvantages of derivative based 
algorithms have recently enabled the use of heuristic algorithms in 
ANFIS training. On the other hand, hybrid algorithms have also been 
developed using the advantages of derivative-based and heuristic 
algorithms. Genetic algorithm (GA), particle swarm optimization (PSO), 
artificial bee colony (ABC) algorithm, differential evolution (DE), 
harmony search (HS), cuckoo search (CS), firefly algorithm (FA), 
simulated annealing (SA), mine blast algorithm (MBA) and artificial 
immune system (AIS) are some of the heuristic algorithms used in 
ANFIS training (Karaboga & Kaya, 2019). 

There are many heuristic algorithms that have been proposed 
recently in the literature. While some heuristic algorithms are used very 
intensively in ANFIS training, some of them are used less. In fact, this 
may have several reasons. Some of these reasons are 1) it is successful in 
solving the real world problem 2) it has been accepted in the scientific 
world 3) it has been used for a long time 4) it is open to development. 
Scopus database are examined for the use cases of heuristic algorithms in 
models based on ANFIS. The filtering process is applied on 
title/keywords/abstract. ANFIS and the relevant heuristic algorithm are 
selected as the keyword in the filtering. The determined statistical 
information is presented in Table 1. As seen in Table 1, GA and PSO are 
used most frequently in ANFIS-based studies. DE, SA, ABC, FA and CS 
algorithms are also used extensively in this field. Methods such as HS 
and FPA have limited number of studies on ANFIS. 

Examining some studies in the literature gives an idea about the 
areas which they are used and the importance of the subject. Calp (2019) 
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proposed a hybrid approach called (ANFIS-GA) based on ANFIS and 
GA for estimation of regional rainfall amount. Pereira, Patil, 
Mahadeshwar, Mishra, and D'Souza (2016) used ANFIS and GA to 
eliminate the Electroocculogram (EOG) artifact from the 
Electromyogram (EMG) and training of ANFIS was realized by utilizing 
GA. Noushabadi, Dashti, Raji, Zarei, and Mohammadi (2020) applied an 
approach based on PSO and ANFIS for estimation of cetane numbers of 
biodiesel and diesel oils. Zangeneh, Mansouri, Teshnehlab, and Sedigh 
(2011) trained ANFIS by using DE/current-to-best/1+1/bin & 
DE/rand/1/bin for predicting of Mackey-glass time series and 
identification of a nonlinear dynamic system. Haznedar and Kalinli 
(2018) realized training of ANFIS via SA for identification dynamic 
systems. (Karaboga & Kaya, 2020) optimized the parameters of ANFIS 
by using ABC algorithm to predict the number of foreign visitors coming 
to Turkey from the USA, Germany, Bulgaria, France, Georgia, the 
Netherlands, England, Iran and Russia. Kamarian, Yas, Pourasghar, and 
Daghagh (2014) combined FA and ANFIS for optimization of 
functionally graded beams. Mustapha, Salisu, Ibrahim, and Almustapha 
(2020) used a CS algorithm in ANFIS training and forecasted short-term 
load. Wang, Gao, Tanskanen, and Guo (2012) applied an approach called 
HS-ANFIS by adapting HS and ANFIS for epileptic EEG signal 
classification. Apart from these, there are different studies in the literature 
(Karaboga & Kaya, 2019).  

Table 1. Statistical information about the number of publications 
based on ANFIS and heuristic algorithms 

Algori
thm 

Number of 
publication 

GA 875 
PSO 559 
DE 99 
SA 55 
ABC 45 
FA 44 
CS 20 
HS 9 
FPA 4 

 
 
FPA is one of the heuristic optimization algorithms used extensively 

recently. Computer science, bioinformatics, operation research, imaging 
science, food industry, meteorology, medicine (ophthalmology), 
education, and engineering are among the areas where FPA is used 
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(Abdel-Basset & Shawky, 2019). When filtering the Scopus database 
according to the study title, it is seen that there are 400+ studies with 
FPA. This shows that FPA is utilized extensively in solving real world 
problems. Currently, there are a limited number of ANFIS and FPA-
based studies. However, the success of FPA and its increasing popularity 
show that it can be used more in ANFIS training in the future. Therefore, 
the performance of FPA in ANFIS training is evaluated within the scope 
of this study. In other words, FPA is used in the process of determining 
ANFIS's premise and consequent parameters. An ANFIS and FPA based 
model has been created to solve XOR, 3 bit parity and 4 bit parity 
problems in applications. 

 

2. METHODS 

2.1. Flower Pollination Algorithm 

FPA is an optimization algorithm inspired by the pollination process 
of plants in nature (Yang, 2012). In the pollination process, pollinators 
and types of pollination are important. Pollinators are divided into two 
groups as biotic and abiotic. Wind can be given as an example for abiotic 
pollinator. Insects are an examples of biotic pollinator. Pollination is 
divided into two groups depending on whether the pollination process 
takes place from the same or different plants: self-pollination and cross-
pollination. These processes are illustrated in Figure 1 (Abdel-Basset & 
Shawky, 2019). There are four basic rules in FPA. These are: 

 Biotic and cross-pollination are elements of global 
pollination. Levy distribution is effective in the flight of 
pollinators. 

 Unlike the global pollination process, abiotic and self-
pollination occurs in local pollination. 

 Flower constancy is a reproduction probability associated 
with the similarity of the two flowers. 

 Global or local pollination status is determined by a 
switch probability (p). 
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Figure 1. The pollinators and pollination types (Abdel-Basset & 
Shawky, 2019) 

 
 

 
 

Figure 2. Pseudo code of Flower Pollination Algorithm (FPA) 
 

 
 
Pseudo code of FPA is given in Figure 2. As can be seen, global 

pollination or local pollination occurs according to the value of p. The 
effect of biotic pollinators is observed in global pollination and the new 
solution is created using (1) and (2). 

 
 
 



 .495Theory and Research in Engineering II

𝑥𝑥𝑖𝑖
𝑡𝑡+1 = 𝑥𝑥𝑖𝑖

𝑡𝑡 + 𝜃𝜃𝜃𝜃(𝑥𝑥𝑖𝑖
𝑡𝑡 − 𝑔𝑔𝑏𝑏) (

1) 
 
 

𝐿𝐿~ 𝜆𝜆Γ(𝜆𝜆) sin(𝜋𝜋𝜋𝜋 2⁄ )
𝜋𝜋

1
𝑠𝑠1+𝜆𝜆 , (𝑠𝑠 ≫ 𝑠𝑠0 > 0) 

(
2) 

 
Here 𝑥𝑥𝑖𝑖

𝑡𝑡  is the pollen i,  𝑔𝑔𝑏𝑏 is also the current best solution. 𝜃𝜃 is a 
scalling factor to control the step size. L is a value found from the Levy 
distribution. Γ(𝜆𝜆) is the standard gamma function. Value of 𝜆𝜆 is 1.5. 

 

𝑥𝑥𝑖𝑖
𝑡𝑡+1 = 𝑥𝑥𝑖𝑖

𝑡𝑡 + 𝜎𝜎(𝑥𝑥𝑗𝑗
𝑡𝑡 − 𝑥𝑥𝑘𝑘

𝑡𝑡 ) (
3) 

  

(3) is used to obtain a new solution in local pollination. 𝑥𝑥𝑗𝑗
𝑡𝑡 and 𝑥𝑥𝑘𝑘

𝑡𝑡  
are pollens belong to different flowers of the same plant species in their 
neighborhood. 𝜎𝜎  is a local random walk and a random value that 
conforms to a uniform distribution in [0,1]. 

 

2.2. Adaptive-Network-Based Fuzzy Inference System (ANFIS) 

ANFIS, one of the neuro-fuzzy approaches using the characteristics 
of fuzzy logic and artificial neural networks, was developed by Jang 
(1993). ANFIS consists of two parts basically. These are: premise and 
consequence parts. These parts connect to each other with IF-THEN 
rules. Unlike artificial neural networks, it is an important advantage that 
ANFIS structure can be expressed with IF-THEN rules. 

 

Figure 3. The ANFIS structure that has two inputs and one output 
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An ANFIS structure that has 2 inputs and 1 output is given in Figure 
3. As can be seen, a basic ANFIS structure consists of 5 layers. 
Calculations are performed on each layer and the relationship between 
input and output is determined. In other words, an output is obtained 
against the input/inputs. 

Layer 1 is called as fuzzification layer. In this layer, fuzzy clusters 
are obtained from input values through MFs. Paratmeters in MFs are 
called as primese parameters. It is one of the parameter groups that 
should be optimized in ANFIS training. There are many types of MFs 
that can be used in Layer 1. Generalized bell, gaussian, triangular, 
sigmoid and trapezoidal are some of them. The number of parameters 
each MF can be different. Generalized bell MF (Gebllmf) includes 3 
parameters such as {a, b, c}. The membership value of each MF is 
calculated using (4) and (5). All MFs used here have been accepted as 
Gbellmf. 

𝜇𝜇𝐴𝐴𝑖𝑖 = 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥; 𝑎𝑎, 𝑏𝑏, 𝑐𝑐) = 1

1 + |𝑥𝑥−𝑐𝑐𝑎𝑎 |
2𝑏𝑏 (4) 

 

𝑂𝑂𝑖𝑖1 = 𝜇𝜇𝐴𝐴𝑖𝑖(𝑥𝑥) (5) 
 

Layer 2 is called as rule layer. Firing strengths (𝑤𝑤𝑖𝑖) are found by 
utilizing the membership values obtained in Layer 1. Firing strengths are 
calculated by multiplying the membership values as stated (6). 

𝑂𝑂𝑖𝑖2 = 𝑤𝑤𝑖𝑖 = 𝜇𝜇𝐴𝐴𝑖𝑖(𝑥𝑥)𝜇𝜇𝐵𝐵𝑖𝑖(𝑦𝑦) (6) 
 

Layer 3 is called as normalization layer. Normalized firing strengths 
(𝑤𝑤𝑖𝑖̅̅̅) are calculated via (7) by using the firing strengths found in Layer 2. 

𝑂𝑂𝑖𝑖3 = 𝑤𝑤𝑖𝑖̅̅̅ =
𝑤𝑤𝑖𝑖

𝑤𝑤1 + 𝑤𝑤2+𝑤𝑤3 + 𝑤𝑤4
 (7) 

 

Layer 4 is called as defuzzification layer. Weighted values of rules 
are calculated as in (8) using normalized firing strengths and first order 
polynomial. The parameters {pi, qi, ri} in the first order polynomial are 
called as consequence parameters. These parameters are the other 
parameter group used in ANFIS training. 
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𝑂𝑂𝑖𝑖4 = 𝑤𝑤𝑖𝑖̅̅̅𝑓𝑓𝑖𝑖 = 𝑤𝑤𝑖𝑖̅̅̅(𝑝𝑝𝑖𝑖𝑥𝑥 + 𝑞𝑞𝑖𝑖𝑦𝑦 + 𝑟𝑟𝑖𝑖) (8) 
 

Layer 5 is called as summation layer. The actual output of ANFIS is 
obtained by summing the output of each rule found in Layer 4. It is 
calculated as in (9). 

 

𝑂𝑂𝑖𝑖5 =∑𝑤𝑤𝑖𝑖̅̅̅𝑓𝑓𝑖𝑖
𝑖𝑖

 (9) 

 

3. RESULTS 

This study evulates the performance of FPA in traning ANFIS. For 
this, three test functions are used. These are XOR, 3 bit parity and 4 bit 
parity test problems. XOR test problem as shown in Figure 4 includes 
two inputs and one output. So ANFIS structure that has two inputs and 
one output is utilized for solving this problem. 3 bit parity problem and 4 
bit parity problem have three and four inputs respectively. Both problems 
are also one output. Input and output values used in both problems are 
given in Figure 5 and Figure 6. ANFIS structure with 3 input is used for 3 
bit parity problem, while ANFIS structure with 4 inputs is utilized for 4 
bit parity problem. Four different membership functions such as 
generalized bell (Gbellmf), triangular (Trimf), gaussian (Gaussmf), 
trapezoidal (Trapmf) membership functions (MFs) are used in the 
applications. The results are obtained by using two, three and four MFs 
for each input in XOR problem and 3 bit parity problem. Two and three 
MFs are utilized for each input in the 4 bit parity problem. Therefore, the 
total number of parameters to be optimized in ANFIS training has 
changed according to the applications. The values of the control 
parameters of the FPA such as probability switch, population size and 
total number of iterations are given in Table 2. RMSE (root mean square 
error) calculated using (10) is utilized as the error value in the 
applications. Here, 𝑦𝑦𝑗𝑗 is a real output and 𝑦𝑦𝑗̅𝑗 is a predicted output. Each 
application was run 30 times for statistical analysis. In this way, the best 
error value (Best), worst error value (Worst), average error value (Mean) 
and standard deviation (Std) are obtained. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √
1
𝑛𝑛∑(𝑦𝑦𝑗𝑗 − 𝑦𝑦𝑗̅𝑗)

2
𝑛𝑛

𝑗𝑗=1
 (10) 
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Figure 4. XOR test problem (Example-1) 
 

 

Figure 5. 3 bit parity test problem (Example-2) 

 

Figure 6. 4 bit parity test problem (Example-3) 
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Table 2. The used control parameters (p: switch probabibility, n: 
population size, iter: total number of iterations) 

Example Control Parameters 

Example-1 
p=0.8 
n=10 

iter=2500 

Example-2 
p=0.8 
n=10 

iter=10000 

Example-3 
p=0.8 
n=10 

iter=10000 
 

ANFIS training results obtained by using FPA for Example-1 are 
presented in Table 3. The results are found for Gbellmf, Trimf, Gaussmf 
and Trapmf MFs. When 2,3 and 4 Gbellmf in each input are used, the 
best average error value is obtained as 4.0511e-05 with 2 Gbellmf. The 
best error value, the worst error value and the best standard deviation are 
obtained by using 2 Gbellmf. When it is evaluated in terms of Trimf, the 
better results are found than 3 and 4 MFs with 2 MFs. Unlike Gbellmf 
and Trimf, the more successful results are obtained with higher number 
of MF in Gaussmf. The best average error value is found 5.15591e-05 
with Gaussmf. In Trapmf, the increase in the number of MF increases the 
error. The best average error value is found with 2 Trapmf. When 
Example-1 is evaluated in general, except Gaussmf, the best results are 
obtained with less MF numbers. For Example-1, the best average error 
value is found with 2 Gbellmf. At the same time, it is effective in results 
obtained by using 4 Gaussmf. 

Table 3. The results obtained by utilizing FPA for Example-1 
 

Type of 
MF 

Number 
of MFs 

for Each 
Input 

Number of 
Parameter 

Results 

Best Mean Worst Std. 

Gbellmf 

2 24 0 4.0511e-05 2.57903e-04 6.39761e-05 

3 45 2.91939e-07 1.06659e-03 2.57467e-02 4.626e-03 

4 72 1.17834e-06 1.56816e-03 2.07352e-02 4.42275e-03 

Trimf 

2 24 6.07455e-08 5.19485e-05 3.35858e-04 7.7602e-05 

3 45 2.08812e-07 2.69783e-04 1.86398e-03 4.07723e-04 

4 72 1.60196e-06 2.82801e-04 1.27423e-03 3.57084e-04 

Gaussmf 
2 20 0 7.03098e-04 1.64232e-02 2.94671e-03 

3 39 3.42379e-07 6.07555e-04 1.43326e-02 2.55841e-03 
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4 64 2.27488e-07 5.15591e-05 4.56088e-04 9.13763e-05 

Trapmf 

2 28 1.73422e-06 1.93957e-04 1.21691e-03 3.26088e-04 

3 51 2.17569e-06 2.17138e-04 1.99707e-03 3.84405e-04 

4 80 7.47123e-07 3.29448e-04 1.93675e-03 4.33965e-04 

 
The results obtained for Example-2 are presented in Table 4. When 2 

Gbellmf is used for each input, it is more effective than 3 and 4 Gbellmf. 
The error value is found as 1.64568e-02 with 2 Gbellmf. Unlike Gbellmf, 
more effective results are obtained when using 4 MFs for each input with 
Trimf. The average error value is 2.22386e-03 for 4 Trimf. The average 
error values found when is used 2, 3 and 4 Gaussmf are 4.34396e-03, 
1.01483e-02 and 1.652e-02, respectively. The number of MF in Trapmf 
has a limited effect on the result. When all MFs are evaluated together, 
the best average error value for Example-2 is found with 4 Trimf. Also, 
the best error value is reached using 2 Trapmf. At the same time, the 
worst error value is obtained with 3 Trapmf. The most effective standard 
deviation is belonging to 4 Trimf. The most effective performance is 
found with low number of MF for Gbellmf and Gaussmf. Increasing the 
number of MF in Trimf increases the performance. 

 
Table 4. The results obtained by utilizing FPA for Example-2 

 

Type of 
MF 

Number 
of MFs 

for Each 
Input 

Number of 
Parameter 

Results 

Best Mean Worst Std. 

Gbellmf 

2 50 1.67391e-05 1.64568e-02 2.39847e-01 4.42678e-02 

3 135 1.17628e-03 2.27185e-02 1.90368e-01 3.81667e-02 

4 292 2.90464e-03 6.38748e-02 2.13227e-01 4.730813-02 

Trimf 

2 50 3.83011e-09 2.16892e-02 1.20011e-01 3.45091e-02 

3 135 1.33649e-09 7.96353e-03 1.13045e-01 2.36458e-02 

4 292 1.9087e-09 2.22386e-03 3.24197e-02 6.68812e-03 

Gaussmf 

2 44 1.78896e-05 4.34396e-03 3.96248e-02 7.69855e-03 

3 126 6.33963e-05 1.01483e-02 7.86094e-02 1.44589e-02 

4 280 4.20917e-04 1.652e-02 4.64782e-02 1.22833e-02 

Trapmf 

2 56 1.36982e-10 9.4119e-03 1.00433e-01 2.15737e-02 

3 144 3.98394e-10 9.00292e-03 8.32425e-02 2.02745e-02 

4 304 2.4897e-10 1.04044e-02 1.03111e-01 2.42223e-02 
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Table 5. The results obtained by utilizing FPA for Example-3 
 

Type of 
MF 

Number 
of MFs 

for Each 
Input 

Number of 
Parameter 

Results 

Best Mean Worst Std. 

Gbellmf 
2 104 5.04368e-02 2.34204e-01 5e-01 1.39178e-01 

3 441 7.86031e-02 2.21105e-01 3.75421e-01 7.19242e-02 

Trimf 
2 104 5.16702e-02 3.861853-01 5.04608e-01 1.60117e-01 

3 441 8.82838e-03 1.25246e-01 4.99951e-01 1.0151e-01 

Gaussmf 
2 96 3.88866e-02 2.49388e-01 5.00003e-01 1.4576e-01 

3 429 3.59583e-02 1.71342e-01 4.35065e-01 8.96384e-02 

Trapmf 
2 112 1.09403e-01 3.91771e-01 5.00002e-01 1.24867e-01 

3 453 7.55384e-02 2.25857e-01 5e-01 1.11764e-01 

 

The results found for Example-3 are given in Table 5. Since this 
example has 4 inputs, the number of parameters to be optimized is more 
than the other examples. In fact, this situation indicates that the problem 
is more difficult. The results confirm this information. The results 
obtained using 2 Gbellmf are more successful than 3 Gbellmf. Using 3 
MFs for each input in Trimf has increased the performance. Contrary to 
Example-2, in Gaussmf, 3 MFs are more effective than 2 MFs. In 
Trapmf, using 3 MFs instead of 2 MFs makes the result more successful. 
When all MFs are evaluated together, the best aveage result is found as 
1.25246e-01 with 3 Trimf. At the same time, the best error value is also 
obtained with the same ANFIS structure. The most effective standard 
deviation is in structure with 3 Gbellmf. The worst error value is found as 
5.04608e-01 with 2 Trimf. The best average results obtained for 
Example-1, Example-2 and Example-3 appear more clearly in Table 6. 
While Gbellmf is more successful in Example-1, Trimf is more effective 
in the other 2 examples. 

Table 6. The best results obtained for all examples 
 

Example Type of MF 
Number of 

MFs for 
Each Input 

Number of 
Parameter 

Train 

Mean Std 

1 Gbellmf 2 24 4.0511e-05 6.39761e-05 

2 Trimf 4 292 2.22386e-03 6.68812e-03 

3 Trimf 3 441 1.25246e-01 1.0151e-01 

 

In addition to results, convergence is also an important argument in 
the training process. The effect of MFs on the convergence speed is given 
for Example-1 in Figure 7. Especially when using 2 Gbellmf, a faster 
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convergence is observed compared to 3 and 4 Gbellmf. Although 3 
Gbellmf is more effective than 4 Gbellmf up to about 2000 iterations, 
they exhibit similar convergence after about 2000 iterations. Better 
convergence is achieved with 3 and 4 Trimf up to about 1000 iterations. 
When 2 Trimf are used, it is observed that the convergence speed is better 
in the following iterations. When the effect of Gaussmf on convergence is 
examined, 2 Gaussmf converge better in low iterations. However, 4 
Gaussmf converge better in high iterations. 2 and 3 Trapmf have a similar 
convergence characteristic. 

 

Figure 7. Comparison of convergence for membership functions on 
Example 1 

 
 

 

  
a) b) 

 

  
c) d) 
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a) b) 

 

  
c) d) 

Figure 8. Comparison of convergence for membership functions on 
Example 2. 

 
 

The effect of MFs on the convergence speed is given for Example-2 
in Figure 8. It seems clear that increasing the number of MFs in Gbellmf 
and Gaussmf decreases the convergence speed. In Trimf, the most 
unsuccessful convergence speed is reached with 2 MFs. 3 Trimf and 4 
Trimf show similar convergence up to about 4000 iterations. After about 
4000 iterations, the convergence speed of 4 Trimf is more effective. For 
trapmf, the number of MF is not very effective at convergence speed. 
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Figure 9. Comparison of convergence for membership functions on 

Example 3. 
 
 
For Example-3, the effect of MFs on convergence is illustrated in 

Figure 9. Here, 2 and 3 MFs are used for each input. When 3 MFs are 
used for each input in Trimf, Gaussmf and Trapmf, a faster convergence 
is obtained compared to 2 MFs. On the other hand, the number of MF in 
Gbellmf does not significantly affect the convergence. When the 
examples are evaluated together, it is seen that the type and number of 
MF have different effects on convergence. 

 
Table 7. Comparison of results obtained with PSO, HS and FPA 

 
Example Type of MF Number of MFs 

for Each Input 
PSO HS FPA (Proposed) 

1 Gbellmf 2 5.02891e-03 7.04318e-03 4.0511e-05 
2 Trimf 4 3.92009e-02 8.26843e-02 2.22386e-03 
3 Trimf 3 1.30039e-01 1.64574e-01 1.25246e-01 

 

  
a) b) 

 

  
c) d) 
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The performance of FPA in ANFIS training is successful, as can be 
seen from the tables and figures, and low error values are achieved in all 
examples. To better analyze the performance of FPA, it is compared with 
PSO and HS based ANFIS training. These heuristic algorithms are 
chosen because they are popular and successful. Comparison of results 
obtained with PSO, HS and FPA are given in Table 7. The population 
size and number of iterations in PSO and HS are the same with FPA. In 
Example-1, the best result is obtained with FPA. The most successful 
method after FPA is PSO. The worst error value is reached as 7.04318e-
03 by using HS in Example-1. The error values obtained in FPA, PSO 
and HS in Example-2 are 2.22386e-03, 3.92009e-02 and 8.26843e-02, 
respectively. In Example-3, the best result is again found with FPA. But 
the result of PSO is very close to FPA. The error value is found as 
1.64574e-01 with HS. When the solution qualities of three examples are 
evaluated together, the success order of the algorithms is FPS, PSO and 
HS. In addition to the solution quality, the convergence graphs of the 
algorithms are compared in Figure 10, Figure 11 and Figure 12. In 
Example-1 and Example-2, the convergence of FPA is better than PSO 
and HS. In Example-3, while PSO converges better until about 8000 
iterations, FPA is more effective after 8000 iterations. Considering three 
examples, the best convergence belongs to the FPA. The least successful 
convergence graph belongs to HS. 

 

 
Figure 10. Comparison of the convergences of PSO, HS and FPA for 

Example 1. 
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Figure 11. Comparison of the convergences of PSO, HS and FPA for 

Example 2. 
 

 
Figure 12. Comparison of the convergences of PSO, HS and FPA for 

Example 3. 
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4. CONCLUSION 

In this study, the performance of FPA in ANFIS training is 
evaluated. As examples, XOR, 3 bit parity and 4 bit parity problems are 
examined. Performance of FPA-based ANFIS training has been evulated 
in detail in terms of MF type and number. Four MFs such as Gbellmf, 
Trimf, Gaussmf and Trapmf are utilized in the applications. It has been 
observed that Gbellmf and Trimf are particularly effective in solving 
related problems. The effect of the number of MF on the result varies 
according to the related problem.  

The performance of FPA in ANFIS training is compared with PSO 
and HS. It has been evaluated in terms of solution quality and speed of 
convergence. It has been determined that FPA is more effective than the 
other two algorithms in terms of both solution quality and convergence. 
High success rates and good error values are obtained for all examples 
with FPA. These results show that FPA can be effective in ANFIS 
training in terms of fast convergence and quality solution. 
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